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This paper presents a pedagogical review of the physics of mesoscopic transport events and their
role in the breakdown of Fick’s Law for turbulent transport in magnetically confined plasma. It
is now clear that the conventional picture of localized turbulence and quasi-linear calculation of
fluxes fails to address and account for the phenomenology of tokamak transport. One key issue
is the observed departure from the expected gyro-Bohm transport scaling. The causes of this
breakdown of Fickian thinking include turbulent avalanching and pulse propagation (turbulence
spreading). Both are mesoscopic transport events, and both tend to de-localize the flux–gradient
relation. Turbulence spreading is the process of self-scattering and expansion of a slug or other
local exciton of turbulence. Spreading is described by theoretically-motivated, phenomenological
reaction–diffusion models for the turbulence activity (intensity) field, much in the spirit of Ginzburg–
Landau theory. Such models imply that spreading will occur by propagation of intensity fronts.
After discussing the basic theory, this paper presents several critical tests of turbulence spreading
models using gyrokinetic simulation. Applications include rho-star scaling, penetration of transport
barriers and core-edge coupling. Relevant experiment–theory comparisons are addressed, as well.
Avalanching refers to a process whereby correlated topplings of nearby localized cells overturn
sequentially and drive a burst of transport. Avalanching is a process intrinsic to systems that
support a broad range of scales l between a cell size ∆ and system size L, i.e. ∆ < l < L.
Avalanching is also a natural way to produce transport events on scales that exceed the cell size
or correlation length. Therefore, the PDF (probability distribution function) of avalanches as a
function of l is a crucial quantity, necessary for predicting confinement in a system like ITER,
with a very large-scale separation between L and ∆. Avalanching emerged from the theory of self-
organized criticality but is a more general phenomenon. The paper traces the intellectual prehistory
of avalanching through the advent of self-organized criticality. Special focus is devoted to reduced
continuum models of avalanching. The physics of avalanching in confined plasma is discussed in
detail, via several multi-faceted comparisons to flux-driven fluid and gyrokinetic simulations. The
dominance of bursty, large transport events in the flux is identified. Evidence for avalanching in
basic and confinement experiments is summarized. The paper concludes with sections on selected
special topics, a discussion of the relation between turbulence spreading and avalanching, and a
list of possible future directions. Throughout the paper, an effort is made to set fusion theory and
phenomenology in the context of ideas discussed in the broader scientific community.
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I. INTRODUCTION

“Life always has a fat tail.”
- Eugene Fama

“All models are wrong. Some are useful.”
- George Box

The quest for fusion energy forces us to confront many
challenges. Most prominent of these are how to main-
tain macroscopic stability and control micro-turbulence
along with the non-classical transport it produces. The
goals of understanding, predicting and controlling turbu-
lent transport remain important pursuits in the magnetic
fusion theory program. The long-standing hope of calcu-
lating energy confinement time (τE) scaling has expanded
to include grappling with momentum and particle trans-
port, multi-scale processes involving energetic particles
and scrape-off layer(SOL)-core coupling, to name just a
few problems. The challenge now is to predict profiles
and their evolution. Considerable resources continue to
be expended on the pursuit of these topics. Observers
from other scientific communities might naturally ask
the (good) question: ‘After more than fifty years, why
hasn’t the problem been solved? After all, the turbu-
lence in confinement devices is not particularly strong!’
A possible answer to this question is that turbulence in
confinement devices:

i) is present on a broad range of scales l, where
ρi ≤ l ≤ a (at least), even for weak excitation. The
physics of mesoscales ρi � l < a presents a signif-
icant challenge! Here, ρi is an ion Larmor radius,
and a is the system size.

ii) exhibits a rich variety of local and global bifur-
cations and transition, which are highly dynamic
nonlinear phenomena. Most notable of these is the
transition from a low to a high confinement regime
(L→H transition)[1], leading to the formation of
an edge transport barrier and the preferred route
to improvement of confinement relative to L-mode.

iii) appears to hover naturally at Kubo number ∼1.
Here, Ku ∼ ṽ⊥τc/∆c, where ṽ⊥ is a typical fluctu-
ation velocity, and τc is a correlation time and ∆c

is the correlation scale. Thus, the system lies some-
where between regimes where stochastic (Ku < 1)
and coherent (Ku > 1) approaches are useful.

At the same time, the intellectual foundations of the
approach to turbulence and transport in confinement de-
vices remain based upon the thinking of the 1960s and
‘70s, namely: slowly evolving profiles leading to linear
instability that drives local evolution and saturation, all
yielding “the answer” as a local, usually quasi-linear, flux
in the form of a generalized Fick’s Law. In particular,
such a Fickian formulation links fluxes to profile gradients
by effective transport coefficients, which are, in turn, also
functionals of the local turbulence intensity and gradient.
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FIG. 1: (Color online) Spreading of a turbulent spot.

Such a formulation is attractive to many, on account of
intellectual inertia (i.e. it is simple and familiar) and its
compatibility with easy-to-use transport analysis tools
used in data interpretation. However, this approach not
only ‘bewitches the intelligence of the physicist by the
means of data analysis’ (after L. Wittgenstein, Philo-
sophical Investigations (1953)), it also is simply wrong,
as discussed herein.

In this paper, we present a short review of the physics
underlying the breakdown of Fick’s law for turbulent
transport in magnetically confined plasmas. The fo-
cus is on nonlinear patterns arising from dynamics on
mesoscales, which emerge from spatially inhomogeneous
nonlinear interactions. The pattern formation processes
discussed are:

i) Turbulence spreading, or entrainment, whereby
nonlinear coupling of fluctuation energy redis-
tributes the turbulence intensity field away from
the regions where it is excited, usually by linear
growth. The key point is that mesoscopic inhomo-
geneity of the fluctuation envelope (scales l such
that ρi < l < a) produces a flux of turbulence
energy. The prototypical turbulence spreading
problem is that of calculating the spatio-temporal
evolution of a turbulent slug or spot (Fig. 1).
This includes the well-known problem posed by
Loitsyansky[2]. Turbulence spreading lends itself
to description by reaction–diffusion models, from
which hybrid (i.e. mesoscopic) space–time scales
naturally emerge.

ii) Avalanching, whereby transport events are formed
by the correlated, sequential overturning or firing of
localized cells or modes (Fig. 2). Transport due to
avalanching is intrinsically “concentrated” in lim-
ited parts of the probability measure and yields a
flux probability distribution function that has a fat
tail. The fat tail of interest is a power law (self-
similarity!). A high Kurtosis of the PDF is one
possible symptom of a fat tail. The prototypical
avalanching system is that of the sandpile, with
local-gradient-dependent toppling rules and a clear
disparity between the scale of an individual cell (∼
few ρi), the scale of avalanche (∼ l) and the system
size (∼ a). Once again, the inequality ρi < l < a
appears! Avalanching lends itself to description by
nonlinear fronts and dissipative structures, like tur-
bulent bores.

Not surprisingly, the two processes of turbulence
spreading and avalanching are closely related, though

FIG. 2: (Color online) Cartoon of an avalanche.

FIG. 3: (Color online) Thin, nearly isosceles triad.

conceptually distinct. In reality, the two processes inter-
act and work together, because both result from nonlin-
ear radial propagation of excitation. Indeed, both result
from three-mode/triad interactions, in which one leg of
the triad is mesoscopic (Fig. 3). For turbulence spread-
ing, coupling occurs via the turbulence intensity field and
works by spatial scattering due to nonlinear interaction.
The mesoscopic leg of the triad reflects the envelope scale.
Most models of spreading involve nonlinear intensity dif-
fusion, familiar from K − ε models of turbulence. For
avalanching, coupling occurs via the mean gradient and
works by overturning of neighboring cells. The meso-
scopic leg of the triad reflects a profile corrugation. The
simplest avalanche model is a generalized Burgers equa-
tion, where shocks correspond to avalanches. The fact
that spreading and avalanching both emerge from thin,
nearly isosceles triads suggests that the two processes
are deeply interconnected and inseparable (Fig. 4). Fi-
nally, we note here that the critical role of mesoscopics
is already appreciated as a consequence of the impor-
tant role of zonal flows in the self-regulation of drift wave
turbulence[3]. Spreading and avalanching are a step be-
yond the zonal flow, in that these mesoscopic excitations
enhance, rather than regulate, transport and are directly
linked to the spatio-temporal propagation of turbulence
energy.

Of course, we must face the two questions of:

i) Why is this topic important — especially to mag-
netic fusion?

ii) Why is it interesting — especially to physicists,
mathematicians and engineers concerned with the
science and technology of pattern formation?

Regarding the first question, spreading and avalanching
are central to understanding the origins of the break-
ing of gyro-Bohm scaling. Recall that in drift wave tur-
bulence, a mixing length estimate of the effective diffu-
sivity is D ∼ v∗l, where v∗ is the diamagnetic veloc-
ity and l is characteristic scale. As ρi < l < a, one
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FIG. 4: (Color online) Couplings which result in spreading
and avalanching.

FIG. 5: (Color online) Spreading of turbulent spot.

might expect D to range from D ∼ v∗ρi ∼ (ρi/a)ρivTi
for gyro-Bohm, to v∗a ∼ ρivTi ∼ DB for Bohm. Es-
timates of the mixing length based on mode structure
point to l ∼ ρi so D ∼ ρ∗DB, where ρ∗ = ρi/a. However,
experiments generally indicate D ∼ ρα∗DB, with α < 1
(α ∼ 0.6−0.7), which suggests that gyro-Bohm scaling is
broken. This finding poses a challenging question: How
does an ensemble of fluctuations with ∆ ∼ few ρi man-
age to produce transport with an effective mixing length
lx ∼ ραi a

1−α, with α < 1? A natural candidate for the
breakdown of gyro-Bohm scaling is the formation of in-
termittent mesoscale transport events, either by spread-
ing or avalanching or both. Such bursty collective exci-
tations are formed by brief interactions among the un-
derlying fluctuations. Understanding the breakdown of
gyro-Bohm scaling is critical to the successful prediction
of confinement and performance.

Mesoscopic transport events play a role in limiting
the effectiveness of transport barriers (TBs). Such
barriers include ITBs (internal TB), ETBs (edge TB)
and magnetic islands. ITBs offer a route to improved
performance. However, penetration of turbulence and
avalanches through ITBs is predicted and observed, sug-
gesting that mesoscopic processes may limit their effec-
tiveness. Likewise, magnetic islands associated with neo-
classical tearing modes (NTM) impose significant con-
straints on tokamak plasma energy content. As NTM
evolution is determined by the multi-scale interaction of
turbulent transport and MHD dynamics, it’s not surpris-
ing that turbulence spreading through the island is an im-
portant issue. Similarly, turbulence spreading from the
SOL into the pedestal has been suggested[4] as a player
in the H→L back transition.

We hasten to add that mesoscopic transport events are
intrinsically interesting, as well as important to the fu-

FIG. 6: (Color online) Inferred density fluctuation level (blue)
and the plasma density profile (red) in the target plasma (a)
and in the internal transport barrier plasma (b) compared to
the calculated linear growth rate (bottom) using the compre-
hensive kinetic stability code FULL without rotation (purple)
and with rotation (green). The calculated linear growth rate
is only plotted in the region where there are reflectometer
measurements. (Reproduced with permission from Ref.[12].
Copyright 2005 by the American Physical Society.)

sion program. One of the classic fundamental problems
in turbulence is that of describing the spreading of a tur-
bulent spot[5] (Fig. 5). Indeed, this problem is arguably
the spatial counterpart of the Kolmogorov cascade prob-
lem but describes spatial evolution on envelope scales, as
well as local cascading to dissipation. The Loitsyansky
problem[2, 6, 7] of how the energy of a slug of turbulent
fluid decays is closely related. Yves Pomeau[8, 9] and oth-
ers have pioneered the use of reaction–diffusion models to
describe the subcritical onset of turbulent flow in a pipe
as a process in which localized slugs of turbulence grow,
spread and ultimately overlap, leading to global transi-
tion. This work is an excellent example of the use of
the reaction–diffusion model approach to spatially com-
plex turbulence problems. Similarly, the concept of the
avalanche is ubiquitous in the theory of complex systems,
particularly in self-organized criticality. Bores, traffic
jams and flood waves all have much in common with
avalanches[10]. Indeed, we view the avalanche as the
concrete realization of the more general idea of an in-
termittent, propagating front. This is an important class
of dissipative structures, and the study of avalanches in
fusion plasmas has much to offer the broader scientific
community.

In this paper, we review the theory of mesoscopic
transport events, and focus on turbulence spreading and
avalanching. We give an overview of the basic reaction–
diffusion modelling of spreading, with emphasis on the
physics of intensity front formation and propagation.
The implications of spreading for interpreting key sim-
ulations are discussed. Special emphasis is devoted to
the implications of spreading for ρ∗ scalings, for the per-
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meability of transport barriers and for the effect of NTM-
generated magnetic islands on turbulence. We review the
origin of the concept of an avalanche by tracing the de-
velopment of the theory of self-organized criticality and
place the avalanche as an intermittent excitation, which
emerges in interaction-dominated systems. Special em-
phasis is devoted to continuum models of avalanching dy-
namics. We then give a thorough discussion of avalanch-
ing and profile self-organization in confined plasmas, pri-
marily from the perspective of simulations. Basic fea-
tures of avalanches are discussed, as are the statistics of
transport events and the Hurst exponent. We present an
overview of the evidence for avalanching in experiments.
The review concludes with descriptions of advanced top-
ics and open questions for further discussion. There, we
focus on the interaction of spreading and avalanching,
and on the microphysics of the avalanche process.

The organization of this paper follows the detailed ta-
ble of contents.

II. TURBULENCE SPREADING

A. Introduction to turbulence spreading

As mentioned before, bulk of transport research in
magnetic fusion energy (MFE) community still relies on
the local theory paradigm at a conceptual level. The
local gradient (in radius) acts as an expansion-free en-
ergy source for linear instabilities, which grow in time
until nonlinearly saturated, locally. Therefore the result-
ing turbulent transport depends on the local gradients
and can be described by a generalized Fick’s law with
effective transport coefficients. However, evidence from
experiments and simulations has been accumulating that
cannot be understood in the context of the local the-
ory. Plasma transport is often found to significantly ex-
ceed the level expected from neoclassical theory based
on Coulomb collisions in the region of very weak gradi-
ents, where linear modes are estimated to be stable[11].
One can speculate as to why turbulence exists in that
region (despite local linear stability) and contributes to
anomalous transport. Indeed, non-zero fluctuations and
anomalous transport have been observed in the linearly
stable region of JT-60U reversed shear plasma, as shown
in Fig. 6[12]. In addition, strong turbulence exists in
the scrape-off-layer (SOL) region where the radial gradi-
ents of profiles are very weak. Aforementioned examples
all indicate serious limitations of a turbulent transport
model based solely on local linear stability. Furthermore,
comparisons between local nonlinear simulations and ex-
perimental measurements have indicated that the sim-
ulations considerably under-predict the turbulence and
transport level at minor around 0.8 ≤ r/a ≤ 0.9. This is
called the short-fall problem in no man’s land.

These issues all indicate that the local plasma trans-
port level cannot always be accounted for by the local
excitation rate of turbulence and quasilinear approaches.

Therefore, it is quite natural to consider the possibil-
ity that turbulence at one radial region can spread into
another region with weaker linear excitation. Although
the theoretical possibility of radial propagation of tur-
bulence in tokamaks has been investigated since at least
1994[13], the majority of transport modeling activity in
MFE to date is still based on local models. In this sec-
tion, we describe simple theories, nonlinear simulations
(mostly gyrokinetic) and MFE-relevant applications of
turbulence spreading. For simplicity, we focus on turbu-
lence spreading and fluctuation front propagation only,
without considering profile evolution and avalanches in
this section. These are discussed in Sec. III.

B. Simple nonlinear model of turbulence spreading

In this section, we study the simplest, nontrivial model
of turbulence spreading that evolves the intensity field
on mesoscales. This reaction-nonlinear diffusion model
describes the spatio-temporal propagation of a patch of
turbulence from a region where it is locally excited to
a region of weaker excitation or even local damping. A
single model equation for the local turbulence intensity,
I(x, t), which includes the effects of local linear growth
and damping, spatially local nonlinear coupling to dis-
sipation and spatial scattering of turbulence energy in-
duced by nonlinear coupling is[14]:

∂I

∂t
=

∂

∂x
χ(I)

∂I

∂x
+ γ(x)I − αI1+β . (1)

The terms on the right-hand side correspond to nonlinear
spatial scattering [i.e. typically χ(I) ∼ χ0I

β , where β =
1 for weak turbulence and β = 1/2 for strong turbulence],
linear growth and damping and local nonlinear decay,
respectively. Here α is a nonlinear coupling coefficient.
Note that α and χ0 can be functions of radius. The
local nonlinear decay term can lead to a saturation of I
via coupling to smaller scales due to local mixing in x.
By modifying γ and introducing another field, zonal flow
and mean E× B flow shear effects may be introduced.
For β = 1, the local saturation level I(x) ' (γ(x)/α)1/β

corresponds to the time-honored “mixing length rule”.
The crucial nonlinear effect of spatial scattering is cap-

tured in the nonlinear diffusion term (the first term on
the RHS). This term appears naturally if one treats the
nonlinear coupling in k space and nonlinear scattering in
x on an equal footing by using a multi-scale closure of
the E× B nonlinearity, which treats both mode (k) and
envelope scales, i.e. ∇→ ik + ∂x, so that[15]:

∑
k′

(k·k′×b)2Rk,k′Ik′Ik → −
∂

∂x
Dx

∂

∂x
Ik+k2

⊥DkIk. (2)

Here, Rk,k′ is a resonance function determining the ef-
fective correlation time, Dx =

∑
k′ Rk,k′ |δvE,k′ |2 and

Dk =
∑

k′(k · k′ × ẑ)2Rk,k′ |δvEk′ |2.
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FIG. 7: A cartoon illustrating that the integrated fluctua-
tion intensity in a region of extent 2∆x about a point x [i.e.∫ x+∆x

x−∆x
I(x′)dx′] can grow, even for negative γ(x), as long as

χ(I)∂I/∂x|x+∆x
x−∆x is sufficiently large. Alternatively, I can de-

crease, even for positive γ(x), should χ(I)∂I/∂x|x+∆x
x−∆x be suf-

ficiently negative. (Reproduced with permission from Ref.[22],
AIP Publishing.)

This equation can be derived from a Fokker–Planck-
type analysis of the evolution of the turbulence inten-
sity field in space (i.e. assuming a random walk by in-
tensity, with a step size equal to the turbulence inte-
gral scale or correlation length and a time step equal to
the correlation time)[16]. For that, the assumption that
the second moment of the spreading PDF is finite (i.e.∫

(∆x)2P (∆x)d(∆x) <∞) is required. This may not be
the case, especially if P (∆x) is a power law. The ran-
dom walk yields the nonlinear diffusion term, while local
evolution is described by the growth and nonlinear de-
cay terms. In this respect, the model equation is similar
to a type of K − ε model[17, 18] (more accurately, a K
model) for the turbulence intensity field. K − ε mod-
els are used heavily in subgrid-scale modeling. In addi-
tion, this equation can also be derived from an applica-
tion of quasilinear theory to the wave-kinetic equation,
as described in Ref.[16]. Possible extensions of the model
include the additional equations for other fields[19] and
contributions to dynamics such as zonal flows which feed
back on I[20]. Spreading models that incorporate frac-
tional kinetic models of scattering have been discussed in
Ref.[21].

Note that the above equation manifests the cru-
cial effect of spatial coupling in the nonlinear diffusion
term. This implies that the integrated fluctuation in-
tensity in a region of extent 2∆x about a point x [i.e.,∫ x+∆x

x−∆x
I(x′)dx′] can grow, even for negative γ(x), as

long as χ(I)∂I/∂x|x+∆x
x−∆x is sufficiently large. Alterna-

tively, I can decrease, even for positive γ(x), should

χ(I)∂I/∂x|x+∆x
x−∆x be sufficiently negative. Thus, the pro-

file of fluctuation intensity is crucial to its spatiotempo-
ral evolution, as illustrated in Fig. 7. This notion can
be further quantified by arguing by analogy to the resis-
tive tearing instability theory[23]. Integrating Eq. (1) in

FIG. 8: Local excitation rate, γ(x), as a function of radius.
(Reproduced with permission from Ref.[14]. Copyright 2004
IOP Publishing.)

radius as described above, we obtain

∂

∂t

∫ x+∆x

x−∆x

dx′ I(x′, t) = ∆′(I)I(x, t)

+

∫ x+∆x

x−∆x

dx′ [γ(x′)I − αI1+β ]. (3)

Here, ∆′(I) ≡ χ0(∂/∂x)Iβ |x+∆x
x−∆x characterizes the net

flux of turbulence[16] into (out of) [x−∆x, x + ∆x] via
a net jump in the slope of fluctuation intensity. We re-
call that the classical tearing mode stability parameter
∆′, which characterizes the free energy in the equilib-
rium current gradient, is defined as a jump in the slope
of perturbed flux function across the resistive layer[23].
Equation (3) clearly indicates that the sign of ∆′ plays a
crucial role in the growth of turbulence intensity. Finally,
note that even if a region is locally unstable, excitation
by spreading can exceed excitation by local instability.

Focusing on the weak turbulence regime with β = 1
that has been reported by nonlinear gyrokinetic simula-
tions, we first review the local solution. In the absence
of the nonlinear radial diffusion, we can integrate Eq. (1)
in time with an initial profile I(x, 0) < γ(x)/α to ob-
tain a solution. In the region γ > 0, I initially grows
exponentially with a linear growth rate γ(x) and then
saturates at a finite level given by γ(x)/α. However, in
the region where γ < 0, this local solution predicts that
the fluctuation vanishes (I → 0).

1. Turbulence spreading into the linearly stable zone

Now, we study in detail how the nonlinear diffusion
term in Eq. (1) allows fluctuations to spread into a zone
where γ < 0. In the region where γ(x) < 0, it is expected
that I � 1. Then, the last two terms on the right-hand
side become subdominant. Equation (1) simplifies to the
following nonlinear partial differential equation, which is
also known as the modified porous medium equation[5].
The key element here is diffusion proportional to the field
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FIG. 9: Fluctuation front ceases to propagate if the fluctua-
tion energy flux due to radial propagation is balanced by dis-
sipation. (Reproduced with permission from Ref.[14]. Copy-
right 2004 IOP Publishing.)

being diffused. This system supports finite speed fronts.

∂

∂t
I0 =

∂

∂x

(
χ0I0

∂

∂x
I0

)
. (4)

We consider a smooth radially varying linear excitation
rate profile γ(x). As shown in Fig. 8, γ > 0 in the middle
for |x − xi| < W , and xi is the position where γ(x) is
maximum.

Then, γ decreases monotonically towards the axis and
the edge, becoming 0 at x = xi −W and at x = xi +W ,
and negative for |x − xi| > W . In this section, we con-
sider the case where the background pressure and γ(x)
do not change in time. This is an oversimplification,
but it makes comparisons with the fixed gradient gy-
rokinetic simulations easier[24, 25]. Furthermore, it il-
lustrates the point that turbulence spreading is not an
artefect of global simulations, as originally argued by
some local simulation practitioners. For more challeng-
ing problems such as the formation of transport barriers,
where the disparity in timescales becomes less obvious,
one needs to extend the theory to a multifield nonlinear
system[18, 26–29], in which evolutions of E × B flows
and the pressure gradient are included[30]. This will be
discussed in Sec. III and IV. For an initial profile of I0,

I0(x, 0) =
ε

W

(
1− (x− xi)2

W 2

)
H(W − |x− xi|),

Eq. (4) has an exact solution[5]:

I0(x, t) =
ε

(6εχ0t+W 3)1/3

(
1− (x− xi)2

(6εχ0t+W 3)2/3

)
×H

(
(6εχ0t+W 3)1/3 − |x− xi|

)
, (5)

where ε is the volume-integrated intensity, H is a Heav-
iside function. Equation (5) shows that in the absence
of linear or nonlinear damping (the second term and the
third term on the right-hand side of Eq. (1)), a fluctu-
ation front at x = xi + (W 3 + 6εχ0t)

1/3 will propagate
beyond x0 ≡ xi + W indefinitely. (The same comment
applies to another front at x = xi−W , which propagates
to the left.)

We note that the short time behaviour of propaga-
tion can be characterized by (x − x0)front ∼ Uxt af-
ter expanding in (x − x0)front/W , with Ux = 2εχ0/W

2.
This apparent ballistic behaviour in the short term is
mainly a consequence of the fact that ∆x � W . It
is not difficult to derive from other theoretical consid-
erations. It is obvious that the expression for Ux from
the nonlinear diffusion theory described here is qualita-
tively different from the radial group velocity of a drift
wave. This is one of the signatures that distinguishes
the nonlinear diffusion theory from the other models,
which heavily rely on the specific properties of the lin-
ear drift wave dispersion relation[13] or on nonlinear
enhancement of dispersion[31] in the four-mode system
consisting of drift wave eigenmodes and zonal flows[32].
Theories of spreading involving coupling to zonal flows
must include the additional channel for energy loss in-
troduced by zonal flow damping. The fluctuation front
ultimately ceases to propagate if the fluctuation energy
flux due to radial propagation into the linearly stable
zone is balanced by dissipation (Fig. 9). First, we con-
sider the case where the linear damping near the prop-
agation front (γ(x) ' −|γ′|(x − x0)) is strong enough
to play a dominant role in limiting the radial spread-
ing. The scaling for ∆x can be obtained by balancing
the time required for linearly damping the fluctuation at
x = x0 + ∆x, i.e., Tdamp ∼ 1/(|γ′|∆x), against the time
required for the front to propagate a distance ∆x, i.e.,
Tprop ' ∆x/Ux. The resulting scaling with respect to the

damping rate (∆x ∝ |γ′|−1/2) is weaker than that based
on a heuristic argument derived from linear toroidal cou-
pling, ∆x ∝ |γ|−1[33]. The front stops propagating when
the width of spreading, ∆x satisfies the condition

∂

∂T

∫ x0+∆x

x0

dx I0(x, T ) = −
∫ x0+∆x

x0

dx γ(x, T )I0(x, T ),

(6)

which yields the expression for the width or extent of the
radial spreading, ∆x:

∆x ' 2
√

3

(
εχ0

|γ′|

)1/2
1

W
. (7)

As expected, higher fluctuation intensity in a linearly
unstable zone (ε) enhances the radial spreading, while
strong linear damping reduces it. As discussed before[14],
simple relations γ ∼ ∆′(I)/∆x and γprop ∼ Ux/∆x eluci-
date the physical meaning of ∆′(I) as a measure of influx
of turbulence intensity into a radial layer of width 2∆x.
It is also instructive to note again the similarity with
tearing mode theory, which predicts γ ∝ η3/5∆′4/5 and
the resistive layer width ∆x ∝ η2/5∆′1/5, which satisfies
γ ∝ ∆′η/∆x. The magnetic flux is destroyed across the
resistive layer at a rate proportional to η∆′.

A familiar example of a characteristic scale that is de-
termined by a similar consideration is the Kolmogorov
dissipation scale in fluid turbulence. The energy transfer
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rate of an eddy with a size “l” in the inertial range toward
higher-k region due to nonlinear interaction is given by
the eddy turn-over rate, which scales as ε1/3/l2/3, where
“ε” is the energy input rate. On the other hand, the
energy drain at the high-k region due to the viscous dis-
sipation occurs at a rate “ν/l2”. By balancing these two
rates, the Kolmogorov dissipation scale is obtained:

kd ∼ l−1
d ∼ (ε/ν3)1/4. (8)

We recall ∆x ∼ (ε/|γ′|)1/2 from Eq. (7). This shows that
the inertial range extends down to “kd” and its fractional
power depends on the energy input rate ε and the dis-
sipation ν are similar to those in Eq. (7), although the
values are not identical. Of course, ∆x measures spread-
ing penetration in space, while kd measures spreading in
scale.

These simple observations in this subsection nicely il-
lustrate the failure of the conventional local saturation
paradigm[34], and strongly support the argument that
propagation of turbulence is a crucial, fundamental prob-
lem in understanding confinement scalings for fusion de-
vices in which growth and damping rate profiles vary
rapidly in space. This conclusion remains valid when
profile evolution is allowed in simulations, as will be dis-
cussed in Sec. III.2.

2. Turbulence front propagation in the linearly unstable
zone

It is also of practical interest to know how a patch
of turbulence propagates radially after local nonlinear
saturation. We can make analytic progress by consid-
ering the profiles of γ(x), α(x), and χ0(x), which are
constant in radius. Equation (1) for β = 1 is obviously
a variant of the well-known Fisher–KPP (Kolmogoroff–
Petrovsky–Piscounoff) equation for logistic-limited epi-
demic propagation[35, 36], with nonlinear diffusion when
γ > 0. It is a subclass of a reaction–diffusion-type equa-
tion that has the following form in one-dimension.

∂

∂t
C(x, t) = R(C(x, t)) +D

∂2

∂x2
C(x, t), (9)

Here, C is the concentration field, and R is the reaction
rate. It is well known that the Fisher–KPP equation
exhibits a ballistically propagating front solution.

After non-dimensionalizing Eq. (1) by x →
(α/2χ0)1/2x, t → γt and I → (α/γ)I, we can rewrite
Eq. (1) as

∂

∂t
I − 1

4

∂2

∂x2
I2 − I(1− I) = 0. (10)

It has been shown in Ref.[16] that the following similarity
solution exists as t→∞,

I(x, t) = f(t)
(

1− e−|x−d(t)| − e−|x+d(t)|
)
. (11)

This describes a bounded localized solution with an ex-
tent 2d(t) and two expanding fronts, propagating in op-
posite directions at speed d(t). In Eq. (11), d(t) and f(t)
satisfy

d′(t)− 1

2
+ 2e−d(t) cosh−1 (ed(t)/2)√

−4 + e2d(t)
= 0 (12)

and

f(t) =
1

1− 4e−2d(t)
− 4

ed(t) cosh−1 (ed(t)/2)

(−4 + e2d(t))3/2
. (13)

From this, an implicit solution for d(t) follows,

sinh [2 cosh−1 (ed(t)/2)]−2 cosh−1 (ed(t)/2) = et. (14)

This equation yields a simple long-term asymptotic solu-
tion

d(t) = t/2 (as t→∞). (15)

By restoring proper physical dimensions, we obtain

d(t) =
√
γ2χ0/2α t, (16)

i.e. the front velocity is simply given by Ux =√
γ2χ0/2α. This solution indicates that the dynamics of

I(x, t) developing from a localized source of turbulence
evolves in two steps. First, there is a rapid growth to local
saturation at I = γ/α. Second, the value I = γ/α defines
an effective value of the intensity-dependent fluctuation
diffusion χ = χ0I = χ0γ/α. A classic Fisher–KPP front

with velocity Ux =
√
γχ/2 is known as the solution for

the reaction–diffusion equation given above. There, γ
should be interpreted as a reaction rate constant. In the
context of our MFE problem, this structure is a conse-
quence of the spatial coupling induced by a combination
of local turbulence growth (with linear growth rate γ)
and the effective nonlinear diffusion (χ = χ0γ/α). This
front propagation on a hybrid time scale (a geometric
mean of a microscopic turbulence rate and a transport
rate for macroscopic profile evolution) is a prime exam-
ple of a mesoscale phenomenon that is lost in a local or
quasi-local model. It is crucial to note that the front
of turbulence intensity can propagate ballistically (i.e.
xfront = Uxt), even in the absence of toroidicity-induced
coupling of neighboring poloidal harmonics. Therefore,
the rapid propagation should be considered as a more
general consequence of the nonlinear dynamics. Since
the scaling of Ux from Ref.[16] is drastically different from
that expected based on linear toroidal coupling[13], and
typically faster, gyrokinetic simulations with the varying
linear drive can provide crucial information on the dom-
inant mechanism responsible for turbulence spreading.
These studies will be discussed in Sec. II.4.

Various extensions of Eq. (1) have been studied. First,
within the context of the one-field model, the effect of
radial group velocity can be incorporated by the addi-
tion of a convective term vgx∂I/∂x to Eq. (1)[16]. This
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FIG. 10: Constant velocity expansion for the cases γ = const
and α = const. The numerical simulation represented by the
dots is in excellent agreement with the asymptotic analyti-
cal solution represented by the solid lines. Even more com-
plex initial conditions approach the same asymptotic solution.
(Reproduced with permission from Ref.[16], AIP Publishing.)

can also be derived from a Fokker–Planck theory and
straightforwardly introduced as radial convection of the
fluctuation field. It could also be considered as a sim-
ple way of approximating the effect of toroidicity-induced
coupling of neighboring poloidal harmonics. Pioneering
numerical simulations have reported that the toroidal
coupling leads to a ballistic propagation of the fluctua-
tion front, as expected[13]. Generalizations of Eq. (1)
to multi-field models allow investigations of the heat
pulse[29, 37, 38] and of the ITB formation[39], and more
recently of the bistable dynamics due to corrugation of
mean profile[40]. More details of these studies will be
discussed in Sec. III.1.

A key aspect of Fisher fronts is that they are intrinsi-
cally uni-stable and super-critical. γ > 0 is required for
ballistic propagation. Fisher fronts decay exponentially
in locally damped regions. This in turn begs the ques-
tion of what is the role of spreading in a system that is
already unstable?! One possible resolution (noted above)
is that intensity influx by spreading exceeds the rate of
local growth. Another is that the system is bistable,
and thus pathways to subcritical excitation are in play.
To this end, we note that recent experimental studies
from LHD have indeed observed hysteresis in both the
flux-gradient relation and the flux–fluctuation intensity
relation[41]. It is important to note that the plasmas for
this experiment were routine L-mode discharges, with no
detectable transport barriers. Both of these findings are
suggestive of bistability, and thus subcriticality. In turn,
this suggests spreading into subcritical regions of bistable
systems as an important process for redistribution of tur-

FIG. 11: Spreading can occur via nonlinear mode couplings.
Both the inverse cascade and forward cascade (usually of dif-
ferent quantities) are important for the spreading to be sig-
nificant. The inverse cascade of energy in the unstable region
may result in radially elongated convective cells that spread
the internal energy very effectively. The internal energy then
cascades forward and is damped in the stable region. If the
nonlinear transfer rate is faster than the damping rate, turbu-
lence can accumulate in the stable region. (Reproduced with
permission from Ref.[43], AIP Publishing.)

bulence intensity. In a subcritical system, a finite ampli-
tude slug could propagate by triggering progressive local
growth — rather like an avalanche. Studies of spreading
in bistable systems are ongoing[42].

At this point, a critical reading considers two related
questions:

i) Noting that the theoretical description of tur-
bulence spreading is based on phenomenological
single-field, reaction–diffusion equations, can a sys-
tematic theory of turbulence spreading be devel-
oped in the vein of statistical closure theory?

ii) What is the role of the zonal flow in turbulence
spreading?

Reference[43] answer question (i) in the affirmative and
illuminate some aspects of question (ii). Although a
lengthy discussion of this technical work is beyond the
scope of this reviewe, here, we discuss the basic concepts
and principal results.

Gurcan et al. (2006) explore the interplay between
nonlinear mode couplings (in k space) and spreading in
real space, in the context of the Hasegawa–Wakatani
model. Recall that fluctuation energy in that model
is composed of both kinetic and internal contributions.
Typically, kinetic energy tends to be transferred to large
scale (as in a 2-D inverse cascade), while internal energy
scatters to small scales (as in a forward cascade). Thus,
the large fluid cells produced by inverse cascade can effec-
tively spread turbulence, especially the internal energy.
This interaction of transfer and spreading is described in
Fig. 11.

The intuitive picture described above is supported
by a two-scale Direct Interaction Approximation anal-
ysis (which neglects the dynamical evolution of n,φ
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FIG. 12: (Color online) Cartoon of the two-scale direct in-
teraction between a zonal flow and two drift waves of equal
and opposite poloidal wave numbers. Drift waves spread one
another as well as the zonal flow. Zonal flow allows that to
happen only by completing the triad, i.e. permitting interac-
tion. Notice that there are many other triangles completed by
many other k’s. In fact, when one of the legs is not a zonal
flow, all the legs contribute to spreading, unlike the zonal
flow, which gets a free ride. (Reproduced with permission
from Ref.[43], AIP Publishing.)

cross-correlation). The upshot is two coupled reaction–
diffusion equations for K, the kinetic energy density
(∼ 〈(∇φ)2〉), and N , the internal energy density (∼
〈(ñ/n0)2〉). These reduce properly to the simpler models
discussed earlier in this paper. An interesting conclusion
of this analysis is that the spreading of internal energy
tends to ‘lead’ the spreading of kinetic energy. This is
plausible, as internal energy N behaves in a way that is
similar to the mean square passive scalar concentration
〈c̃2〉, and so will be mixed. Kinetic energy, however, will
be concentrated in large long-lived cells.

The analysis also addresses the interesting question of
zonal flow effects on spreading. The key point is, of
course, that zonal flow energy is tightly coupled to tur-
bulence energy and cannot spread independently of it.
Indeed, it is the sum of drift wave and zonal flow energies
that spreads. This is illustrated in Fig. 12. The bottom
line, then, is not surprising — zonal flows are not the
predominant agents of spreading. This conclusion takes
issue with other contemporary studies.

Several interesting questions are raised by this paper
and remain topics for further study. One is the effect
of zonal flow damping on spreading. Another is how ef-
fectively turbulence–GAM interaction can spread turbu-
lence. Note that GAMs can propagate independently.
A third is spreading via multi-scale interaction — i.e.
could turbulence spread through a barrier by being con-
verted to electron scales by shearing, spread, and then
re-convert to ion scales on the other side? There are
many possibilities for further research here!

C. Effects on confinement scaling

Transport scaling with respect to the device size is not
only an outstanding practical issue for extrapolation to
larger fusion reactors in the future, but also a scientific
challenge for which a deeper and more thorough under-
standing is required. Most present day tokamaks have
exhibited that ion thermal transport scaling is closer to
Bohm rather than gyro-Bohm scaling. Here, the Bohm
scaling for a diffusivity “χ” is given by χB ∝ cTi/|e|B
without an explicit dependence on the machine size given
by a minor radius “a”. On the other hand, the gyro-
Bohm diffusivity scales like χgB ∝ (ρi/a)(cTi/|e|B),
where ρi is the thermal ion gyroradius. Gyro-Bohm scal-
ing implies that bigger is better — i.e. as the plasma size
gets bigger, the transport coefficient gets smaller.

Experimental findings of transport scaling closer to
Bohm[13, 44, 45] are not easy to reconcile with the ob-
served density fluctuation characteristics[45, 46] of toka-
maks. Typical turbulence eddy size was found to be
roughly on the order of several ion gyroradii, i.e. leddy ∝
ρi. Then, either from dimensional analysis or a radially
local theory, one is led to gyro-Bohm scaling,

χ ∝
l2eddy

τ
∝ ρi

a

cTi
|e|B

, (17)

where the characteristic temporal scale for a random walk
τ is given by the inverse of the diamagnetic frequency
ω∗pi = kθρivTi/Lp ∝ vTi/Lp, for kθ ∝ ρ−1

i , as observed
from fluctuation measurements.

Nonlinear gyrokinetic simulations since late ‘90s
also reported that the eddy size scales with the ion
gyroradius[47, 48]. Most nonlinear gyrokinetic simula-
tions mentioned in this review are based on the elec-
trostatic nonlinear ion gyrokinetic formalisms in toroidal
geometry[49, 50] with adiabatic (Boltzmann) electrons
unless specified otherwise. Earlier global simulation re-
sults which reported the dominance of radially elongated
eddies — the radial size of which increased with the
device size — were misleading. This was due to im-
proper, non-self-consistent treatment of self-generated
zonal flows and relatively small simulation domain sizes.

Turbulence spreading is a prime candidate for reconcil-
iation of this microscopic turbulence eddy size and trans-
port scaling that deviates significantly from gyro-Bohm
scaling. In this subsection, we briefly review a prediction
of the transport scaling based on the simple nonlinear
diffusion model described in Sec. II.2.A. The nonlinear
gyrokinetic simulation results, which are in broad agree-
ment with it are also reviewed. While the radial spread-
ing of turbulence has been widely observed in early global
nonlinear simulations[13, 24, 51–54], its relation to the
turbulent transport scaling was not been addressed until
2002[25]. In Eq. (5), we assumed that the radial profile
envelope of the fluctuation just after a “local” nonlinear
saturation is given by I0(x, 0). Then, the ion thermal
diffusivity from the local nonlinear saturation (in the ab-
sence of spreading) is given by χi0 = χ0I0, and should
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FIG. 13: (Color online) Fluctuation intensity profiles (I in
solid lines) and ion thermal diffusivity (χi in dotted lines)
from GTC simulations, both in gyro-Bohm units after nonlin-
ear saturation for a/ρi = 125, 250 and 500. As the system size
gets larger, the extent of radial spreading of turbulence into
the linearly stable zone gets narrower relative to the system
size. It scales with the ion gyroradius ∼ 25ρi. (Reproduced
with permission from Ref.[55], AIP Publishing.)

scale according to the gyro-Bohm. A self-similar solution
(Eq. (5)) of the nonlinear diffusion equation exhibits that
in the absence of dissipation, fluctuation front penetra-
tion into the linearly stable zone by a radial width ∆x
reduces the peak fluctuation intensity at x = xi to

I0(xi, T ) =
I0(xi, 0)

1 + ∆x/W
. (18)

Since we are considering the regime where χi ∝ I, we
obtain

χi =
χi0

1 + ∆x/W
, (19)

where χi0 is the ion thermal diffusivity in the absence of
the radial spreading of turbulence.

Having established a relation between the radial turbu-
lence spreading depth and transport scaling in Eq. (19),
we discuss observations from global nonlinear gyrokinetic
simulations and possible relevance of the theoretical pre-
dictions to these simulations[25, 55]. Simulation parame-
ters used in Refs.[14, 55] are based on those from Ref.[56],
which uses a simple characterization of a typical DIII-D
H-mode core plasma. A system size (a/ρi = (ρ∗)

−1) scan
is then carried out with other dimensionless parameters
fixed with a radial variation of ITG included. The peak
value of R/LTi is 6.9, which is well above marginality.
Towards the axis and the edge, the gradient is weaker.
Detailed two-point correlation analysis of simulation data
shows that the correlation length of fluctuations scales
with ion gyroradius, leddy ' 7ρi, and these are invari-
ant with respect to the system size. In the nonlinear
phase of simulations, fluctuations spread radially. The

radial extent of spreading is approximately 25ρi or 3− 4
radial correlation lengths, in each direction. Interest-
ingly, it is independent of the system size, as inferred
from Fig. 13[55]. Using the values of W, ε, χ0, γ

′ and α
from simulations, the predicted scalings and values of
∆x given in Eq. (7) have been estimated as described
in Ref.[14]. For the values estimated in Ref.[14], Eq. (7)
yields ∆x ' 18ρi, which is in the range of fluctuation
spreading observed in our simulation (∆x ' 25ρi). This
is despite the simplicity of the nonlinear diffusion model.
If we use the value of ∆x from the simulation, Eq. (19),
which is based on the simple one-dimensional nonlinear
diffusion theory, is in agreement with the scaling trend
observed in the simulations[25].

According to the nonlinear diffusion model, the devi-
ation of transport scaling from the gyro-Bohm is quan-
tified by the ∆x/W factor in Eq. (19). Here, W is the
half-width of the zone of strong linear instability. In GTC
simulations[25, 55], (ρ∗)

−1 = a/ρi was varied from 125
to 500 for a fixed value of W/a ' 0.25. It was found
from simulations that ∆ ' 25ρi, independent of the sys-
tem size a. From this, the Bohm to gyro-Bohm tran-
sition observed in Ref.[25] has been matched by taking
∆x/W ' 25ρi/0.25a ' 100ρ∗ in Eq. (19).

Recognizing its importance for extrapolations from the
present day tokamak to ITER and larger fusion reac-
tors, transport scaling with respect to the system size
has been further investigated[57] using different gyroki-
netic codes (ORB5[58] and GENE[59]) employing differ-
ent numerical methods. These studies included a scan
of W/a, in addition to the ρ∗-scan. The authors noted
that ρ∗,eff = ρi/2W , rather than ρ∗, is the key dimen-
sionless quantity that quantifies the deviation from the
gyro-Bohm scaling. This conclusion further supports the
prediction of Eq. (19) from the nonlinear diffusion model.

There have also been other gyrokinetic simulations
using GYRO[60] and GS2[61] codes addressing this
problem[62]. They reported a convergence of χ/χgB to a
value considerably smaller than that from the GTC re-
sult as (ρ∗)

−1 →∞. However, most of the difference can
be attributed to different model equilibria employed in
different simulations[55, 57, 63]. For the same equilib-
rium, the results from ORB5 and GENE[57] agree with
that of GTC[25]. A way to incorporate some of turbu-
lence spreading effects into transport modeling has also
been described[64].

It is also of scientific and practical interest to know
how turbulence spreading depends on magnetic shear
ŝ = d ln q/d ln r and safety factor q. Detailed numer-
ical experiments using a gyrokinetic code GKPSP[65]
and their analyses have shown that turbulence spread-
ing is strongly affected by ŝ but not by q itself. Tur-
bulence spreading is most efficient at a modest value of
positive magnetic shear ŝ ∼ 0.5. On the one hand, it
drops for higher ŝ values due to a decrease of the mode
correlation length. On the other hand, for low magnetic
shear (ŝ < 0.3), the mode correlation length is long, sim-
ilar to that for the modest positive magnetic shear case
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FIG. 14: (Color online) (a) Position of the front of turbulence intensity profile in time for difference s and U
′
0. The dotted,

horizontal line indicates the location of the rotation shear. (b) Penetration depth x0 as a function of s for difference U
′
0. These

are from GKPSP simulations. (Reproduced with permission from Ref.[67]. Copyright 2015 IAEA, Vienna.)

(ŝ ∼ 0.5). However, the time required for the nonlinear
interactions to scatter fluctuation energy into the stable
region actually increases. This increase in the character-
istic interaction time has a stronger impact on spreading
than the increase of the mode correlation length. Con-
sequently, the overall spreading efficiency drops for low
magnetic shear[66].

Results from an ensuing study for a wider range of
ŝ (including negative magnetic shear) and with toroidal
flow shear are summarized in Fig. 14. A key result is
that suppression of turbulence spreading by toroidal flow
shear is only effective for low magnetic shear[67]. Spatio-
temporal evolution of turbulence intensity front and the
penetration depth from simulations for different values
of toroidal flow shear and magnetic shear are illustrated
in Fig. 14. The parametric dependence of the spreading-
induced transport on toroidal flow shear and magnetic
shear is similar to experimental results on JET[68].

While the prediction based on turbulence spreading is
in broad agreement with the aforementioned gradient-
driven global simulations, both simulations and theory
assumed that the mean profiles are fixed in time. We will
discuss more recent results from flux-driven simulations
and physics of avalanches in Sec. III.1.

D. Role of turbulence spreading in edge-core
coupling

Fusion researchers frequently divide the tokamak into
three zones: a central sawtoothing zone, a middle con-
finement zone often called a “core” zone (usually stiff)
and an “edge” or “pedestal” zone. Frequently, the edge
zone — specifically, the pedestal height — has been used
as a boundary condition for core transport modeling. In
this subsection, we show that strong edge turbulence in
L-mode plasmas can easily spread into the core, where
local turbulence is relatively weak. This phenomenon
blurs the traditionally assumed distinction between the
“core” and “edge”, as some profiles from experiments

FIG. 15: Ion heat conductivity in gyroBohm unit vs toka-
mak minor radius in ion gyroradius unit from global nonlinear
gyrokinetic simulations. (Reproduced with permission from
Ref.[25]. Copyright 2002 by the American Physical Society.)

indicate[69]. Instead, it suggests that the boundary be-
tween the two is rather ill-defined in L-mode plasmas. It
also identifies one element of the global profile readjust-
ment that follows the L→H transition[70, 71] — namely,
the reduction of turbulence in the core — which origi-
nates at the edge. Application of turbulence spreading
has helped elucidate the dynamical connection between
the core and edge, and the physics of the core–edge in-
terface zone, sometimes called “no man’s land”.

A series of numerical experiments has been performed
to study the inward propagation[22] of turbulence from
the L-mode edge into the core and elucidate physics
associated with it using GTC code[47]. This propaga-
tion generates a connection zone between the edge and
core, which may be considered as a symptom of the oft
referred-to as “nonlocality phenomena”. Simple cases
have been investigated using an ion temperature gradient
that increases rapidly with increasing r to study the in-
ward spreading of edge turbulence toward the core. The
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possibility of edge turbulence influencing core turbulence
has been discussed previously[13, 72].

All gyrokinetic simulations reported here use repre-
sentative Cyclone parameters of tokamak plasmas[56] at
r/a = 0.5. The temperature gradient profile mainly con-
sists of two regions: a “core region” from r/a = 0.2 to
0.5, and an “edge region” from r/a = 0.5 to 0.8 and a
gradual decrease to much smaller values toward r/a = 0.1
and r/a = 0.9. Electrostatic fluctuations with adiabatic
electron response are used in the simulations discussed
in this section. While this simple ITG turbulence is not
rigorously valid as an edge turbulence model, it can elu-
cidate dynamics of inward turbulence spreading.

In the case summarized in Fig. 16, R/LTi = 6.9 in the
core, which is above the effective critical gradient in the
presence of zonal flows R/Lcrit = 6.0. The value of the
ion temperature gradient at the edge has been doubled to
model the stronger gradient at the tokamak edge. This
two-step feature for the ion temperature gradient make
comparisons with previous core simulations[55, 73] and
with an analytic model[16] readily feasible. Figure 16
shows the spatiotemporal evolution of the ITG turbu-
lence envelope for the first case with R/LTi = 6.9 in
the core. The initial growth in the edge region with
R/LTi = 13.8 and a higher linear growth rate is apparent
from Fig. 16(a) and 16(b). By the time the edge turbu-
lence saturates at t ∼ 200LTi/cs, turbulence spreading
toward the core is already well in progress. The turbu-
lence spreading can be characterized by nearly ballistic
(∼ t) turbulence spreading of the front with a velocity
Ux ' 2.6(ρi/R)cs. The time-average value of fluctuation
intensity during the last 1/3 of the simulation duration
at r = 0.4a (core) is I ∼ 36.5(ρi/a)2, which is about 60%
above the value I ∼ 22.0(ρi/a)2, given by the core-only
simulation with a maximum gradient R/LTi = 6.9[55].
In this case, the influx of edge turbulence energy from
the edge into the core is comparable to the local growth
of core turbulence.

We note that a numerical solution of Eq. (1) using the
parameters in the simulations (the case with R/LTi = 6.9
at the core) shows a spatiotemporal evolution of tur-
bulence patches (Fig. 17), which is very similar to the
simulation results shown in Fig. 16. Since the scaling
of Ux from nonlinear diffusion theory (which increases
with I and γ) is drastically different from the expecta-
tions based on linear toroidal coupling[13], numerical ex-
periments with the R/LTi scan provide crucial informa-
tion on the dominant mechanism responsible for turbu-
lence spreading. The front propagation velocity changed
significantly from Ux ' 2.1ρics/R to Ux ' 2.6ρics/R,
to Ux ' 4.2ρics/R as we increased the core gradient
from R/LTi = 6.1, to R/LTi = 6.9 to R/LTi = 9.0.
The simulation results (which scale approximately like
Ux ∝ (R/LTi)

1.9) agree better with the scalings from a
nonlinear diffusion model[14, 16] than those from linear
toroidal coupling Ux ∝ ρics/R.

Ongoing work on edge–core coupling suggests that
SOL→core spreading may explain the “shortfall” prob-

FIG. 16: Spatiotemporal evolution of the turbulence intensity
from GTC simulation for R/LTi = 6.9 in the core and 13.8
in the edge. (Reproduced with permission from Ref.[22], AIP
Publishing.)
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FIG. 17: Spatiotemporal evolution of the turbulence intensity
from a numerical solution of Eq. (1) using the parameters used
for GTC simulation in Fig. 16. (Reproduced with permission
from Ref.[22], AIP Publishing.)

lem frequently encountered in δf simulations. A key ele-
ment here is the suggestion that SOL asymmetry induces
SOL flows which are unstable to parallel shear flow in-
stability (PSFI). Such shear-driven fluctuations in turn
energize edge turbulence, which ultimately penetrates to
no-man’s land. This non-local process may ultimately
resolve the Short-Fall problem. Ongoing work has yet
to address the link between SOL flow reversals and core
intrinsic rotation reversals[74].

E. Relation to transport barrier dynamics

As mentioned in Sec. II.1, a non-negligible level of
density fluctuations has been observed in the region
of flat pressure profile, which is located deeper in-
side (smaller minor radius side) an internal transport
barrier[12]. Moreover, all the known microinstabilities
are estimated to be locally stable in that region, ac-
cording to the comprehensive microstability code FULL
calculations[75]. Therefore, this result is difficult to rec-
oncile within the context of local theory. It has been
demonstrated in Sec. II.2 that turbulence can spread into
the linearly stable regions. Reference[16] has addressed a
possibility of turbulence tunneling through locally stable
regions of finite radial extent (i.e. “gaps” in the linear
growth rate profile). The nonlinear diffusion equation
(Eq. (1)) has been solved for various piece-wise constant
γ(x) profiles containing the gaps. It was concluded that
the tunneling occurs when the “skin depth” (extent of
turbulence spreading to the stable zone) exceeds the ra-
dial gap width.

FIG. 18: (Color online) The radial extent of turbulence
spreading of steady state fluctuation intensity from GTS sim-
ulations is illustrated (upper panel) for three Er wells (lower
panel) with varying depth located next to the unstable ITG
source region. (Reproduced with permission from Ref.[77],
AIP Publishing.)

An outstanding question is whether turbulence orig-
inated from farther outside (larger minor radius side)
of an internal transport barrier (ITB) can propagate
through the barrier. Recognizing that a narrow E× B
flow shear layer is an important common feature of the
transport barriers[76], a number of numerical experi-
ments have been performed using the gyrokinetic toka-
mak simulation (GTS) code[77]. An E× B flow shear
layer is placed next to the linearly unstable zone, as
shown in the lower panel of Fig. 18, to represent a trans-
port barrier. There, an electric field well of the following
form has been used:

Er = −dΦ0

dr
= −E0 exp

[
−
(
r − rc

∆r

)2
]
, (20)

which is centered at radius Rc = 0.35. The E× B shear-
ing rate is varied by changing the depth E0. The shearing
rate is defined by[78]

ωE =
(RBθ)

2

B

∂

∂Ψ

(
Er
RBθ

)
, (21)

where B and Bθ are the total and poloidal magnetic field
strengths, and Ψ is the poloidal magnetic flux.

Three numerical experiments with different Er-well
depth were carried out. The radial profiles of turbulence
intensity 〈δΦ2〉 at saturation are plotted and compared
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in the upper panel of Fig. 18, which shows that the ex-
tent of the turbulence spreading decreases with increas-
ing E× B shear. In the case of no E× B shear layer
(E0 = 0), turbulence spreads widely to fill up a large area
of the stable zones in both directions. The radial extent
of the turbulence fluctuation spreading in the inward di-
rection is about 25ρi. As a consequence, significant heat
transport is driven not only in the ITG source region
but is also observed all the way to a radial location 25ρi
inside the source region. As a moderate radial electric
field well is imposed (E0 = 1), with a maximum E× B
shearing rate ωmax

E = 0.13cs/a, it is observed that the
inward spreading is partially blocked. In this case, the
radial width of the fluctuation spreading is reduced to
about 12ρi. As the applied Er well becomes deeper, the
blocking of the turbulence propagation becomes more ef-
fective. As illustrated in Fig. 18, the inward spreading is
almost completed blocked for ωmax

E = 0.26cs/a (E0 = 2).
In addition, by analyzing the spatio-temporal evolu-

tion of the turbulence propagation front through the
E× B shear layer, it has been observed that both the
local front propagation speed and the local fluctua-
tion intensity decrease significantly in the region of the
strong E× B shear. This correlation between propaga-
tion speed and fluctuation intensity is consistent with the
predictions of the nonlinear diffusion model of turbulence
spreading[14] and shows that the E× B shear is the key
quantity for control of turbulence spreading by transport
barriers.

Reversed magnetic shear is also known to reduce tur-
bulence in many circumstances and to lead to ITB
formation. Numerical experiments addressing turbu-
lence spreading through the qmin region have been also
performed[79, 80]. It has been observed that tur-
bulence spreading persists in the region of reversed
shear where local turbulence excitation is negligible, al-
though no systematic parameter scan and analyses have
been attempted. Finally, inward turbulence spreading
of electron temperature fluctuation has been observed
from a BOUT++ fluid simulation of H-mode pedestal
collapse[81]. The spreading stops at the position where
the radial turbulent correlation length is shorter than the
distance between the rational surfaces.

F. Turbulence spreading through a magnetic island

Turbulence spreading through a magnetic island is an
issue of both scientific and fusion-relevant, practical in-
terest. Multi-scale fluid simulations, including both elec-
trostatic microturbulence and magnetic islands, devel-
oped from the tearing instability have demonstrated the
possibility of spreading through an island. These are
visible from figures showing the radial extent of micro-
turbulence, which gets broader in the presence of mag-
netic islands. However, not much discussion of underly-
ing physical mechanisms has been given until recently. In
the case of double tearing modes near qmin surface of RS

plasmas, the Maxwell stress from magnetic perturbations
have been observed to reduce zonal flows and enhance the
magnetic island, which in turn allows turbulence spread-
ing by the flux surface breaking[82, 83]. Global gyroki-
netic simulations investigating turbulent transport near
a magnetic island (in a plasma with normal magnetic
shear)[84, 85] report more detailed nonlinear evolution
exhibiting turbulence spreading. Nonlinear mode cou-
pling produces large-scale turbulence, in particular shear
flows near the magnetic island. Those large-scale modes
are responsible for the residual transport level and in-
complete flattening of the electron temperature profile
inside the island[84]. Furthermore, high transport in a
region of low temperature gradient just outside of the is-
land X-point can be understood by turbulence spreading
across the X-point. This turbulence spreading has been
described as convective rather than diffusive[85]. Shear
flows have been observed at the boundary of a magnetic
island from LHD experiment[86].

A qualitatively similar result has been reported from
a KSTAR experiment in Ref.[87]. Generation of poloidal
vortex flow near magnetic island and its role in regu-
lating turbulence spreading into a magnetic island have
been observed. More definite evidence of fast spread-
ing of turbulence from the X-point to the O-point of a
magnetic island has recently been reported by Ida et al.
(2018)[88]. By using modulated electron cyclotron heat-
ing (ECH), repetitive electron heat pulses were injected
into a magnetic island produced by a nonaxisymmetric
magnetic field perturbation coil in DIII-D plasma. Con-
sequent response of the density fluctuations, δn/n0 and
the Te are measured by BES and ECE, respectively, at
both X-point and O-point regions of a (m,n) = (2, 1) is-
land. It has been observed that the change in Te precedes
the change in δn/n0 at the X-point, while the change in
δn/n0 precedes the change in Te at the O-point. This re-
sult indicates that the density fluctuation δn propagates
from the X-point by turbulence spreading before the Te
heat pulse propagates into the O-point of the magnetic is-
land. However, electron heat transport near the X-point
can be enhanced by the stochastic field lines. Modulation
of turbulent δTe and δne by an (m,n) = (1, 1) magnetic
island from an internal kink mode has been observed in
core plasma of the HL-2A tokamak[89]. At the inner half
region of the island, the level of 〈δT 2

e 〉 measured by ECEI
is higher than that of the outer-half, despite almost zero
local Te gradient. This has been attributed to the turbu-
lence spreading from outside the island (but at smaller
local minor radius region) into the O-point of the island
where the Te profile is flat.

G. Experimental evidence for turbulence spreading

Plasma transport is often found to be anomalous in
the region of very weak pressure gradient where linear
instabilities are estimated to all be stable[11]. Non-zero
fluctuations and anomalous transport have been observed



16

FIG. 19: (Color online) Spectrogram of measured density fluc-
tuations at r/a = 0.65 showing evolution of the turbulent den-
sity fluctuations. (Reproduced with permission from Ref.[92].
Copyright 2007 by the Japan Society of Plasma Science and
Nuclear Fusion Research.)

in the linearly stable zone of a JT-60U reversed shear
plasma, as shown in Fig. 6[12]. These puzzling results
can be reconciled by considering the possibility of nonlo-
cal effects, specifically turbulence spreading. While this
is a plausible scenario, more direct evidence of turbu-
lence spreading would require measurements of spatio-
temporal evolution of fluctuations propagating from the
linearly unstable zone to the linearly stable zone. These
have been demonstrated in various aforementioned nu-
merical experiments[77, 79, 80]. An example is shown in
Fig. 18.

Measurement of turbulence spreading in experiment is
much more challenging since in steady state, one ends up
observing the consequence (net result) of various mech-
anisms, including local nonlinear saturation and non-
local effects. This difficulty can be overcome by con-
sidering plasmas immediately after the transport bar-
rier formation or its destruction[90, 91]. Supporting
evidence of turbulence spreading from experiments can
be found from a quasi-local beam emission spectroscopy
(BES) measurements of density fluctuation at core be-
fore, during and after H-mode transition and formation
of edge transport barrier (ETB) of DIII-D tokamak[92].
As shown in Fig. 19, the fluctuation level at core (r/a '
0.65) drops in a short timescale (shorter than the trans-
port timescale) after the H-mode transition at the edge
(r/a ≥ 0.95). This cannot be explained by local stability-
based theory or modeling.

Another experimental result supporting the turbulence
spreading has been reported by the TJ-II stellarator[93].
Both radial electric field and density fluctuation were
measured before, during and after the H to L back tran-
sition at different radial positions adjacent to the E× B

shear layer in the H-mode phase. During H-mode phase,
strong Er-shear layer exists, as shown in Fig. 20(a) and
the turbulence is appreciable only outside of that layer,
as shown in Fig. 20(b). As the Er-shear begins to de-
crease prior to the H to L back transition, the turbulence
at inner radial positions increases on a similar timescale.
This happens before the abrupt increase of Hα signal, im-
plying a local increase in particle flux and the pedestal
collapse, as shown in Fig. 20(c). These experimental re-
sults are consistent with a turbulence spreading mecha-
nism that is inhibited by the strong E× B shearing rate
in H-mode[77]. More experimental evidence of turbu-
lence spreading near magnetic islands have already been
mentioned in Sec. II.6.

III. AVALANCHES

A. Self-Organized-Criticality (SOC) as a model for
plasma transport

This section deals with self-organized criticality (here-
after SOC, broadly interpreted) and avalanching. Fun-
damental to the SOC concept is a system — such as the
prototypical sandpile — with a significant disparity in
scales between that of a basic element or cell, ∆, and that
of the system L. Obviously, ∆/L� 1 bears a correspon-
dance to ρ∗ � 1, which is characteristic of all relevant
regimes of magnetic confinement. SOC’s relax by trans-
port events or avalanches, in which some number of cells
sequentially discharge or overturn, producing a transient
flux. Such ‘overturning’ is an equivalent word for ‘fluc-
tuation’. Hence, avalanches imply extended, collective
fluctuation events, which necessarily result in turbulence
spreading. Thus, avalanches and SOC are germane to
this review. Later, we will compare and contrast the
closely related phenomena of turbulence spreading and
avalanching.

In this section, we review basic aspects of SOC, with
emphasis on aspects relevant to magnetic confinement.
This review consists of subsections on:

i) What is SOC, and what does it mean?

ii) A brief intellectual prehistory of SOC

iii) Basic model paradigms: piles, avalanches, hydro-
dynamic models

iv) SOC in magnetic fusion energy (MFE) plasmas,
with emphasis on avalanching

v) Some further discussion of avalanche physics

This discussion is tightly focused, and thus necessarily is
incomplete. In particular, we do not deal with applica-
tions outside MFE.
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FIG. 20: (Color online) (a) The time evolution of line-
averaged plasma density, plasma energy content and Hα sig-
nal, (b) Er and (c) density fluctuation level measured at ra-
dial positions adjacent to the Er-shear; from top to bottom,
ρ − ρshear = +0.01, −0.01, −0.03, −0.06 and −0.07. The
vertical line indicates the time of the H to L back transition.
(Reproduced with permission from Ref.[93]. Copyright 2011
IAEA, Vienna.)

1. What is SOC, and what does it mean?

Following a constructive approach, a SOC is defined
as a slowly driven, interaction-dominated threshold sys-
tem. A classic example is the sandpile (Fig. 21). A phe-
nomenological definition of a SOC is a system exhibiting
self-similarity (i.e. power law scaling) without tuning.
Systems exhibiting 1/f or flicker/shot noise are of special
interest. Elaborating on the elements of these definitions:

- Interaction dominated means many degrees-of-
freedom (i.e. cells or modes), with the dynamics
determined by DOF (degrees of freedom) interac-
tion or coupling.

FIG. 21: (Color online) Sandpile (Reproduced with permis-
sion from Ref.[94].)

FIG. 22: (Color online) Multiple, metastable states (Repro-
duced with permission from Ref.[94].)

- Tthreshold and slow drive refers to a local “switch-
on” criterion for excitation. This implies a large
number of accessible, meta-stable, slowly evolving
configurations, as shown by the cartoon in Fig. 22.
Proximity to a SOC state suggests local rigidity
of the configuration (i.e. profile). Such rigidity
is consistent with time-honored MFE notions of
‘stiffness’, ‘profile resiliency’, ‘profile consistency’
etc. One major issue is understanding quantita-
tively the precise difference between the SOC state
and the marginal state (the state defined by the
overturning threshold). In general, these two are
not the same. Slow drive uncovers the threshold,
and ensemble of metastable states. Strong drive
buries the threshold, as it does not allow time for
relaxation between metastable configuration times.
The inevitable question of ‘How strong is strong?’
is met with the inevitable answer of ‘It depends’ —
specifically on the mixing/toppling rules, box size,
fueling rate, etc. These naturally define the scaling
of the flux with deviation from criticality - i.e. the
critical exponent for the system.

- Power law scaling reflects that SOC phenomena are
intrinsically self-similar, reflecting the absence of
scale on the range ∆ < l < L. SOC is intimately
related to Zipf’s Law[95], i.e. the probability of
an event (i.e. transport event) P (E) ∼ 1/∆(E),
where ∆ is the size. Another signature of SOC is
1/f noise, i.e. S(f) ∼ 1/f , where f is frequency
and S is the spectral density.
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FIG. 23: (Color online) Brief Intellectual Prehistory of ‘SOC’
(Reproduced with permission from Ref.[101].)

FIG. 24: (Color online) Flow-and-reservoir problem. (Repro-
duced with permission from Ref.[101].)

2. Intellectual prehistory of SOC

The SOC concept emerged from the merger and de-
velopment of two story lines. The first, with its origins
in hydrology from the work of Harold Hurst[96–98], fo-
cused on characterizing dynamics based on time series.
The second emerged from the effort to characterize the
non-Gaussian statistics of ‘concentrated’ intervals of ac-
tivity, which (usually) emerge from multiplicative pro-
cesses. Names prominent in this line include that of the
polymath Wilfredo Pareto and the mathematician Paul
Levy. The two lines merged with the development of the
fractal theory of intermittency by Benoit Mandelbrot[99]
and others. This then drove attempts to understand, and
realize in a physical context, phenomena of 1/f noise.
SOC emerged as an outgrowth of that, in the classic pa-
per of Bak, Tang and Wiesenfeld in 1987[100]. This guide
to the prehistory of SOC is summarized in Fig. 23.

The effort to characterize the physical nature of events
described by time series records originated in the work of
Harold E. Hurst[96–98], who was a hydrological engineer,
active in the design and construction of the Aswan High
Dam in Egypt. This project required a statistical charac-
terization of Nile flow and discharge, so as to understand
and predict the time variation of the dam’s reservoir con-
tent. The Nile flow was highly variable, and predictive
modelling required meticulous observation. The goal was
to ensure the dam’s reservoir would be sufficient to pre-
vent flooding and dam overflow in years of heavy rain.

FIG. 25: Abstract of the paper “Noah, Joseph and Op-
erational Hydrology”. (Reproduced with permission from
Ref.[102]. Copyright 1968 American Geophysical Union.)

A cartoon of the flow-and-reservoir problem is given in
Fig. 24. Readers from the MFE community will note the
close analogy between this problem and that of pedestal
relaxation, i.e.

sources ↔ heating

river ↔ core heat flux

reservoir ↔ edge pedestal (in H-mode)

dam ↔ edge transport barrier

discharge ↔ loss to SOL, etc

Hurst successfully used a combination of careful record-
keeping and analysis. The Aswan High Dam has op-
erated without problems to this day. Interestingly, al-
though it has been surpassed in size (by a considerable
margin) by the Three Gorges Dam and others, the reser-
voir of the Aswan High Dam remains the largest such
reservoir in the world. Evidently, Hurst took a conserva-
tive (and successful) approach.

In a classic paper entitled “Noah, Joseph and Opera-
tional Hydrology” (dedicated to Hurst), Mandelbrot and
Wallis set forth a generalized approach to time series
analysis by exploiting self-similar models[102]. The ab-
stract of that paper is reproduced in Fig. 25.

The focus was on how to address strongly non-
Gaussian phenomena, such as ‘Noah’ events (i.e. rare,
large events, named after the great Biblical flood) and
the ‘Joseph effect’ (i.e. periods of prolonged duration
of the same conditions, such as a surplus of flood, or a
famine). The upshot was a generalization of the random
walk scaling, familiar Brownian motion, by means of H,
the Hurst (and Holder) exponent.

Specifically, the Hurst exponent (named for Harold
Hurst, above) is defined as the expected value E{ } of
the squared deviation of a time series B(t) in a time in-
terval T . Thus, H is defined by

E{[BH(t+ T )−BH(t)]2} = T 2H . (22)

Thus, H = 1/2 corresponds to the familiar random walk,
which occurs in Brownian motion. However, H ranges
between 0 ≤ H ≤ 1, where for:
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FIG. 26: H measures memory in dynamics[103].

a) 1/2 < H < 1,
the dynamics manifest a sustained memory, and
positive correlation in time. 1/2 < H < 1 suggests
long-term persistence, as encountered in the Joseph
and Noah effects.

b) 0 < H < 1/2,
the dynamics exhibit rapid switching between
high and low values, suggestive of temporal anti-
correlation.

Thus, H is a measure of the memory in the dynamics.
Some examples are shown in Fig. 26(a) and (b). Fig-
ure 26(a) shows the graph of a series with H = 0.95 >
1/2. Long-term persistence is evident, and so is long-
term memory. Figure 26(b) shows the graph of a series
with H = 0.04 < 1/2. This series exhibits rapidly cycling
and anti-persistent dynamics, which resemble a limit cy-
cle oscillation (LCO).

In the context of practical problems, the Hurst expo-
nent is determined by R/S Analysis. R/S analysis seeks
to compare the range (R) of cumulative deviations to the
standard (S) deviation, in order to determine H. The ap-
proach of R/S analysis somewhat resembles that used to
determine the Gini coefficient in economics. Recall the
Gini coefficient measures the concentration of wealth in
the population. A high Gini coefficient means that the
nation’s wealth is concentrated in a small fraction of the
population. Specifically, if one has a stationary time se-
ries x1, x2, . . .xn, then H is defined by

a) c nH = E{R(n)/S(n)}.
Here R(n) is the range of the first n values. Thus,

b) R(n) = max(z1, . . . zn)−min(z1, . . . zn),
where the z’s are the cumulative deviations from
the mean.

S(n) is the standard deviation from the mean for the
series of n elements. It is also worth mentioning that H
is related to the fractal dimension D of the time series,
where 1 < D < 2 and D = 2 − H. H is also related to
the frequency spectrum of the variation

〈(∆B)2〉ω ∼ ω−α, (23)

where α = 2H − 1. Thus H = 1/2 (Brownian motion)
gives a white noise spectrum, while H = 1 gives 1/f
noise. The 1/f noise issue is central to SOC. More gen-
erally, since higher-order moments reveal intermittency,
one can define a higher-order Hurst exponent, similar to
higher-order structure functions or moments in turbu-
lence.

The other line threading the prehistory of SOC (in
addition to the above mentioned Hurst exponent as a
measures of persistence in dynamics) is that of intermit-
tency associated with multiplicative processes. This is
self-evident: Sandpile toppling events are clearly multi-
plicative. Here, we give some introductory discussion of
multiplicative processes and 1/f noise.

Additive processes obey the Central Limit Theorem
and exhibit Gaussian statistics. These can be described
by Fokker–Planck theory (i.e. the second moment of
their pdf converges, etc.) and are, in Mandelbrot’s words,
‘mildly’ random. All is well, but they are boring. Multi-
plicative processes, such as avalanching, are more inter-
esting, because they are wild. A simple example of a wild
multiplicative process is:

X =

N∏
i=1

xi,
where xi = 0 or 2,

each with probability p = 1/2.

= x1x2 . . . xN .

(24)

Then,

a) 〈X〉 = 1,

b) 〈X2〉 = 2N ,

the point being that X = 0, unless all xj = 2. Then
X = 2N with probability p = 2−N . This multiplica-
tive process is wild, because it is strongly intermittent.
All the non-zero probability is concentrated in one out-
come. This basically defines intermittency as the concen-
tration of probability in a limited set of events. ‘Noah’
(i.e. large) and ‘Joseph’ (i.e. persistent) events are in-
trinsically intermittent.

Multiplicative processes must be characterized. This
brings us to the lognormal distribution. The lognormal
follows from the fact that in a multiplicative process, the
logs are additive, i.e.

a) X =
∏N
i=1 xi, so

b) logX = log x1 + log x2 + · · ·+ log xN .

Applying the Central Limit Theorem to the sum of logs
yields the lognormal distribution

F (logX) =
1

(2πσ2)1/2
exp

[
− (logX − logX)2

2σ2

]
. (25)

Here, we tacitly assume the variance exists. If not, a
power law distribution (following Pareto-Levy) results.

The lognormal distribution, Zipf’s Law (i.e. P (∆) ∼
1/∆, where ∆ ∼ event / element size) and 1/f noise are
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all related. If, for a lognormal distribution, we are con-
cerned with the probability that x/x lies within d(x/x)
at x/x, then

P (x/x) = P (log x)
d log x

dx
= g(x/x)d(x/x). (26)

Now log g = − logP + corrections, so

P = 1/(x/x), (27)

recovering Zipf’s law[95]. Indeed, Montroll[104] has
shown that a lognormal is well approximated by a power
law P ∼ 1/x (Zipf’s Law) over a finite range. As multi-
plicative processes are related to the trend of Zipf’s Law,
we can then ask what of 1/f noise?

Regarding Zipf’s Law and 1/f noise, these are related
but different. Zipf’s Law states that the probability of an
event of size ∆B, P (∆B) ∼ 1/|∆B|, while for 1/f noise,
the frequency spectrum of ∆B, 〈(∆B)2〉 ∼ 1/ω. Both
embody the rarity of large events and ubiquity of small
events, suggestive of intermittency phenomena. Both ex-
hibit self-similarity. 1/f noise is linked to the Hurst ex-
ponent, for H → 1. 1/f noise – frequently called flicker
or shot noise – is ubiquitous and has been suggested as a
‘universal’ phenomena. As late as the ‘80s, it remained
very mysterious. It is not easy to recover 1/f noise. In
the usual approach to the question of a frequency spec-
trum with nonlinear interactions,

〈φ(t1)φ(t2)〉 = |φ̂|2 exp [−|τ |/τc], (28)

S(ω) =
1/τc

ω2 + 1/τ2
c

∼ 1

ω2
, (29)

so τc imposes a scale, but 1/f is manifestly scale free!?
This suggests that standard methods applied to the case
of a conserved order parameter might recover scale invari-
ant frequency spectra. A different, interesting approach
was first suggested by Montroll, who proposed consid-
eration of an ensemble of random processes, each with
its own self-correlation time τc, which is probabilistically
distributed. Then:

S(ω)eff =

∫ τc2

τc1

P (τc)Sτc(ω)dτc. (30)

Demanding that P (τc) be scale invariant, i.e., P (τc) =
dτc/τc, then

S(ω) =
tan−1 (ω/τc)

ω

∣∣∣∣τc2
τc1

∼ 1

ω
, (31)

which recovers 1/f noise. But, one may ask: What does
this little model mean, in terms of physics? And what is
the deeper, more general significance of shot noise? Circa
the mid-1980s, there was a need for a simple, intuitive
model that captured ‘Noah’ and ‘Joseph’ effects in non-
Brownian random processes (H → 1), and displayed 1/f
noise.

FIG. 27: (Color online) BTW - 2D cellular automota model.
(Reproduced with permission from Ref.[94].)

3. To SOC

Bak, Tang and Wiesenfeld (BTW) (1987) suggested
such a model in their noted paper of 1987[100] with the
amazingly concise abstract, now with over 7,000 cita-
tions. The key elements of this paper, motivated by the
ubiquity and challenge of scale invariant 1/f noise, were:

- Spatially-extended excitations or avalanches. In-
deed, a statistical ensemble of collective excitations
or avalanches is intrinsic to SOC.

- Evolution to self-organized critical structures of
states that are ‘barely stable’. Note that while
the concept of ‘marginal stability’ has appeared,
the SOC state need not be the same as the lin-
early marginal state. Likewise, the SOC state is
dynamic.

- The combination of dynamical minimal stability
and spatial scaling leads to a power law for tem-
poral fluctuations.

- Noise propagates through the scaling clusters by
means of a “domino” effect that upsets the mini-
mally stable states. This refers to space–time prop-
agation of avalanching events.

- The critical point in the dynamical systems studied
here is an attractor reached by starting far from
equilibrium. Thus, we see that noise is essential to
probe the dynamic state.

To realize collective avalanching, BTW proposed a 2-
D cellular automata model described in Fig. 27. This
yielded self-organized clusters of the form shown in
Fig. 28. These “clusters” are sets of points, which could
be reached from the toppling of a single site rather like
percolation clusters. The SOC state was that with the
minimally stable clusters. The cluster size distribution
D(s) ∼ s−α, α ∼ 0.98, recovered Zipf’s law, to high ac-
curacy.

BTW (1987) is notable in the context of fusion physics
for introducing the concept of the avalanche, a collective
yet stochastic exciton formed by the sequential toppling
or overturning of neighboring sites of localized cells. The
avalanche is intrinsically mesoscopic, with scale ∆ < l <
L, without a characteristic length (such as a linear eigen-
mode width or a mixing length in MFE) imposed by the
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FIG. 28: SOC state of minimally stable clusters, for a
100×100 array. (Reproduced with permission from Ref.[100].
Copyright 1987 by the American Physical Society.)

FIG. 29: (Color online) The Classic - Kadanoff et al. ’89 1D
driven lossy cellular automata. (Reproduced with permission
from Ref.[94].)

system. An avalanche combines profile relaxation, trans-
port and fluctuations (i.e. the local topplings). Thus,
the avalanche is both a stochastic transport event and a
turbulence spreading pulse, and thus takes center stage in
this review. In particular, it seems intrinsically impossi-
ble to separate avalanching and turbulence spreading.

The ‘classic’ sandpile cellular automata model was pro-
posed by Leo Kadanoff and collaborators in 1989[105]
(Fig. 29). The idea is simple: N ∼ L/∆ cells — where
N � 1, L is the system size and ∆ is the cell size — fill a
box with a hard boundary on one end and a loss bound-
ary on the other end. Grains are randomly sprinkled onto
the pile. Toppling rules, i.e., Fig. 30, determine when cell
overturning occurs. This model is clearly closely analo-
gous to turbulent transport in tokamaks, as summarized
by Table 1.

The prototypical open sandpile model of Kadanoff –
hereafter referred to as the sandpile model – exhibits
some generic trends. The power spectrum of overturn-
ings 〈(∆Z)2〉ω = S(ω) manifests three ranges:

FIG. 30: (Color online) Toppling rules of the Kadanoff et al.
1989 model. (Reproduced with permission from Ref.[94].)

- S(ω) ∼ ω(0) — large events, or ‘Noah events’.
These events have most of the power, and are the
slowest. These are global transport events.

- An intermediate range, with S(ω) ∼ 1/ω. This 1/f
range is interaction dominated. Here, events are
self-similar. The 1/f range is one of overlapping
and interacting avalanches.

- A small-scale, high frequency range where the
avalanche interactions are with themselves without
much overlapping. The power spectrum is shown
in Fig. 31.

Space–time evolution of avalanching is shown in Fig. 32.
Figure 32(a) shows outward-propagating avalanches in
the bulk of the pile. Figure 32(b) shows outward and
inward propagation near the pile boundary. Figure 33
shows the time history of total pile grain content. Note
the effect of infrequent but large discharge events: one
shortly before t ∼ 107 is especially striking.

It is interesting to compare the SOC and the marginal
profiles which need not be the same! Here the marginal
profile is determined by the toppling rule (critical
gradient), working inward from the outer boundary,
where Z = 0 is imposed. Note that the SOC profile
is below the marginal profile and approaches it at the
edge. For increased fueling (i.e. higher Ndep), the
SOC profile slope can exceed that of the marginal
profile at the boundary. Indeed, if the toppling rule
is bistable, a transport bifurcation can occur at the
boundary[107, 108]. This gives a simple understanding
of why the L-H transition occurs at the outer boundary,
and provides a more universal and robust mechanism
than ion-orbit loss-based arguments.

- Hydrodynamic Models

By now, it should be evident that SOC is intimately
connected to self-similar transfer, cascades, etc. — all
notions rooted in the long-established phenomenology of
fluid turbulence. This observation begs the question:
Can the discrete cellular automata (CA) pile and the fluid
picture be linked in a continuum, hydrodynamic model
of SOC evolution? Such a model would be of consider-
able use for applications to MFE. To this end, the C in
SOC stands for ‘criticality’. And the textbook paradigm
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FIG. 31: Power spectrum of overturnings 〈(∆Z)2〉ω. (Repro-
duced with permission from Ref.[105], AIP Publishing.)

TABLE I: Closely related concepts between the sandpile
transport model and a turbulent transport model. (Repro-
duced with permission from Ref.[106], AIP Publishing.)

Turbulent transport in toroidal plasmas Sandpile model

Localized fluctuation (eddy) Grid site (cell)

Local turbulence mechanism: Automata rules:

Critical gradient for local instability
Critical sandpile slope

(Zcrit)

Local eddy-induced transport
Number of grains moved

if unstable (Nf )

Total energy/particle content
Total number of grains

(total mass)

Heating noise/background fluctuations Random rain of grains

Energy/particle flux Sand flux

Mean temperature/density profiles Average slope of sandpile

Transport event Avalanche

Sheared electric field Sheared flow (sheared wind)

of (externally tunable) criticality is the mean field the-
ory of magnetism. This theory, a classic developed by
Ginzburg and Landau, is based fundamentally on sym-
metry principles. So, can such an approach be developed
here?

Yes, it can by a model first proposed by Hwa and
Kardar[109], and further developed by Diamond and
Hahm[110], which evolves an order parameter δP =
P −PSOC, the local excess or deficit of a profile density P
relative to the SOC profile density PSOC. The situation
is shown in Fig. 34, where the dashed line is the SOC
profile, the solid line is the full profile, and both excesses
and deficits are manifested. If the dynamic is conserva-
tive, then δP , the order parameter, should satisfy

∂tδP + ∂xΓ(δP )−D0∂
2
xδP = S̃. (32)

This is a conservation equation that includes a flux Γ(δP )

(to be determined), background diffusion and a source S̃.
Equation (32) is a simple hydrodynamic equation that
states that δP is conserved, up to sources and bound-
ary losses. In higher dimensions, ∂x → ∂⊥ and ∂‖, and

D⊥0∇2
⊥ and D‖0∂

2
‖ enter. The key question is: how can

the form of Γ(δP ) be constrained?! This is done by em-
ploying the Principle of Joint Reflection Symmetry, sum-
marized in Fig. 35. The key point is that blobs, with
δP > 0 should move down-gradient, to the right. Voids
with δP < 0, should move up-gradient, to the left. The
Joint Reflection Symmetry Principle states that if one
flips the pile orientation, then voids should move right
and blobs left. This is equivalent to requiring that Γ(δP )
be unchanged under x → −x and δP → −δP . This
forces considerable simplification of Γ(δP ). Specifically,
a general Γ(δP ) can be expanded in the following form

Γ(δP ) =
∑

m,n,q,r,α

{An(δP )n +Bm(∂xδP )m

+Dα(∂2
xδP )α + Cq,r(δP )q(∂xδP )r + · · ·

}
. (33)

The lowest-order, smoothest Γ(δP ) (i.e. least sensitive
to fine scales) that satisfies JRS is

Γ(δP ) = αδP 2 −D∂xδP, (34)

where α and D are coefficients. Note only even powers of
δP and even combinations of ∂x and δP survive. Thus,
Eq. (32) reduces to

∂tδP + ∂x(αδP 2 −D∂xδP ) = S̃ (35)

— a noisey Burgers equation, where D and D0 are com-
bined into a single coefficient. Absent noise, this model,
of course, has shock solutions, so ‘avalanches’ are realized
here as shocks, shock trains and ultimately shock turbu-
lence. Avalanche turbulence is then modelled as shock
turbulence, a system studied quite intensively.

The physics of this simple hydrodynamic model re-
quires some discussion to appreciate. First, note the
heuristic correspondence

αδP 2 ↔

− χ
[
σ

(
|∇P |
P
− 1

Lp,crit

)
θ

[
|∇P |
P
− 1

Lp,crit

]]
∇P,

(36)

suggesting that the nonlinear flux αδP 2 can be thought
of as a surrogate for a Fickian flux Γp = −χ∇P , with
(thermal) diffusivity χ proportional to deviation from
marginality (σ(|∇P |/P−1/Lp,crit)), with a threshold on-
switch θ(|∇P |/P − 1/Lp,crit). For instance, see Ref.[29].
In this light, the Γ ∼ αδP 2 form tacitly relates the fluc-
tuation intensity to δP , so I ∼ δP and Γ ∼ IδP ∼ δP 2.
This shows that blob and void motion encodes the tur-
bulence pulse dynamics (i.e. spreading) associated with
evolution of the profile near (self-organized) criticality.
Alternatively, from the perspective of conservative advec-
tion, we can write for δP , ∂tδP+∂x(V δP )−D0∂

2
xδP = s̃.

Thus, we see that joint reflection symmetry effectively
takes V ∼ αδP , so bigger perturbations go faster, ul-
timately overtaking and swallowing smaller ones. This
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FIG. 32: (Color online) Space–time evolution of avalanching (a) in the bulk and (b) near the boundary. (Reproduced with
permission from Ref.[105], AIP Publishing.)

FIG. 33: Time history of total grain content. (Reproduced
with permission from Ref.[105], AIP Publishing.)

FIG. 34: (Color online) Local excess and deficit of a profile
density relative to the SOC profile. (Reproduced with per-
mission from Ref.[94].)

trend is reminiscent of the evolution of bubble compe-
tition in Rayleigh–Taylor turbulence[111] or coagulation
in colloids (Smoluchowski)[112], where a larger, faster
structure overtakes and ingests a smaller one. Such
a process may be thought of as an “inverse cascade”,
of sorts. Finally, bandpassed low frequency δP , i.e.
δP (ω < ωc) → 〈δP 〉low, may be viewed as representing
corrugations produced by the self-organization process.

The model developed here can be extended straight-
forwardly to higher dimensions. An important class of
extensions of this model is produced by the introduction

FIG. 35: (Color online) Summary of Joint Reflection Symme-
try. (Reproduced with permission from Ref.[94].)

of a time delay, as advocated by Kosuga et al.[113, 114].
This extension builds on intuition developed from the
theory of traffic flow and flood waves. The key point
is that a time delay between flow or flux and δP can
lead to effectively negative diffusion and thus the onset
of jamming instability. Such jams are proposed as the
origin of corrugations, staircases and other quasi-periodic
nonlinear structures. Nonlinear analysis of the jamming
dynamics is required.

Given the similarity of the model to the noisy Burgers
system, it is natural to ask about ‘avalanche turbulence’.
Analyses indicate that, as a consequence of the conserved
order parameter δP , slow modes result in an infrared
divergent turbulent diffusivity. Since δl2 ∼ γTδt, with
γT ∼ 1/δl, this implies δl ∼ δt, i.e. ballistic scaling of
the response. Such trends suggest persistence, i.e. Hurst
exponent H → 1. Note that the infrared trends recover
self-similarity and non-diffusive scaling. Finally, observe
that while this model says much about SOC dynamics,
it does not predict the SOC profile.

An interesting complementary approach to the con-
struction of a continuum model exhibiting SOC behavior
was proposed by Gil and Sornette (1996)[115]. This ap-
proach is notable in that it evolves an order parameter
S, which then determines the profile h(x). Here, the fun-
damental equations are:
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FIG. 36: Distribution P (J) of flux amplitudes at the outer
border. (Reproduced with permission from Ref.[115]. Copy-
right 1996 by the American Physical Society.)

∂S

∂t
= χ

{
µS + βS3 − S5

}
, (37a)

∂h

∂t
= −∂F

∂x

(
S,
∂h

∂x

)
+ Φ, (37b)

F

(
S,
∂h

∂x

)
= −αS2 ∂h

∂x
. (37c)

Eq. (37b) is effectively a continuity equation for h(x),
the occupation of the pile at x. Here, F is a gradient-
dependent flux, and Φ is excitation (i.e. fueling, noise).
The flux F is defined in Eq. (37c). In this light, S2

emerges as equivalent to an effective fluctuation inten-
sity. Thus, in the Gil–Sornette model, the fluctuation
intensity is the order parameter that determines the pro-
file h(x). S evolves according to Eq. (37a). There,
µ = [(∂h/∂x)2 − (∂h/∂x)2

c ], which (with χ > 0) repre-
sents local linear growth/damping for locally super/sub
critical gradients. Here, β can be > 0 or < 0. The in-
teresting case is β > 0, which can induce local subcritical
instability for µ < 0. Indeed β > 0 brings both bistabil-
ity and hysteresis, both essential elements of ‘stick-slip’
dynamics associated with SOC evolution. In the Gil–
Sornette model, metastable states play a central role in
SOC. Interestingly, the order parameter equation is local,
with site-to-site coupling entering only through the h(x)
dependence of µ. The Gil–Sornette model determines
h(x), not only the dynamics of fluctuations around it.
This comes at the price of more abinitio inputs.

An interesting prediction of the model is the pdf of
flux amplitudes at the outer boundary, shown in Fig. 36.
Note P (J) ∼M−δ, where δ ∼ 0.7 and M is the avalanche
mass. For large J , note a single characteristic flux scale
emerges. This corresponds to the limit where the sys-
tem discharges via synchronized firing of all the local
(nonlinear) oscillators. Such behavior may be relevant
to pedestal limit cycle oscillation (LCO) phenomena re-

cently observed on DIII-D[116].
All told, the Gil–Sornette model offers an interesting

perspective on why SOC dynamics is generic in nature —
and in the transport phenomenology of magnetized plas-
mas, in particular. The key is that SOC emerges as a con-
sequence of spatio-temporal coupling of local first-order
transitions. Of course, a spatially-coupled sequence of
first-order transport bifurcations defines a complex flux
landscape[18, 117] and encodes the complex dynamics of
transport. The outcome of this coupling of relaxation os-
cillators produces spontaneous self-organization by scale-
invariant avalanches.

Several interesting extensions of the Gil–Sornette
model suggest themselves, as a consequence of issues of
relevance to MFE. One is to introduce some elementary
spatial coupling of the local order parameter S(x), such
as

∂S

∂t
= as before + ∂xΓ(S, ∂xS).

This is simply the incorporation of turbulence spreading.
The critical comparison is that of the spreading length vs.
relevant scales in the avalanche distribution. A second
extension is to consider two order parameters S1 and S2,
coupled via the profile (with different parameters). This
is a natural way to approach multi-scale dynamics and
SOC.

Continuum models are a pivotal element of SOC the-
ory, as they connect the SOC world to the realm of tur-
bulence and transport, and so enable better analysis and
understanding.

B. Avalanching and SOC Phenomena in MFE —
An Overview

In this section, more direct applications of avalanching
and SOC to MFE transport physics are presented. The
focus is primarily on simulations and experiments rel-
evant to confinement in relatively simple regimes. The
aim is to uncover and understand basic trends in relevant
contexts. This section is organized into three subsections:

i) The Sheared Sandpile,

ii) Beyond the Box - simulation studies of avalanching,
and

iii) Hunting for H (Hurst) in L-mode — fluctuation
studies in ‘boring’ plasmas.

1. The Sheared Sandpile

The sheared sandpile is a natural extension of the el-
ementary sandpile. The model is a 2-D box, periodic in
y (θ), with an open and closed end in x (r), as usual.
A sheared cross-pile flow in y is specified within a finite
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FIG. 37: Sheared sandpile. (Reproduced with permission
from Ref.[106], AIP Publishing.)

FIG. 38: Effects of shearing on avalanches. (Reproduced with
permission from Ref.[106], AIP Publishing.)

layer, i.e. Vy = Vy(x) for a < x < b. CA rules for top-
pling in r are as usual, and do not (or, at least, need not)
depend on the shearing motion in y. Thus, this model
does not incorporate trivial linear shear stabilizing ef-
fects, though such details can surely be added. Figure 37
shows the sheared sandpile[106].

Shear is imposed in a finite region as shown, with shear
velocity increment ∆V ∼ V ′∆. Figure 38 shows the ef-
fects of shearing on avalanches. Figure 38(a) represents
avalanching in the absence of shear. Every 50th step
is shown. Note the radially-extended and correlated re-
gions of overturning activity. These correspond to zones
of ongoing avalanching. Figure 38(b) shows the effect
of shearing. Note that overturning persists in the re-
gion of the shear layer, i.e. local ‘instability’ persists,
but avalanche coherence in radius is clearly broken. The
latter is evident from Fig. 38(b). There, the avalanches
appear as if they have been run through a multi-bladed
guillotine. This conclusion is further supported by exam-

FIG. 39: Frequency spectra of overturnings with and without
the shear layer. (Reproduced with permission from Ref.[106],
AIP Publishing.)

FIG. 40: Dependence of effective diffusivity on shearing. (Re-
produced with permission from Ref.[106], AIP Publishing.)

ination of Fig. 39, which compares the frequency spectra
of overturnings with and without the shear layer. Switch-
ing on the shear results in a decrease — by nearly an
order of magnitude — in the power in the lowest fre-
quencies, which correspond to ‘Noah’ events, i.e. large-
scale discharges of the pile. At the same time, the very
highest frequency power content increases. Thus, shear-
ing tends to suppress the largest discharge events, which
carry most of the flux. A plot of the effective diffusivity
in Fig. 40, obtained from grain balance (akin to power
balance), shows that Deff decreases rapidly with increas-
ing shear velocity increment ∆V .

Several other sandpile model extensions oriented to-
ward MFE applications, especially transport barrier
physics, have been developed. One class of these is the
so-called ‘bistable sandpile,’ which uses bistable toppling
rules to study the process of barrier build-up as a se-
quence of local transport bifurcations. The formation
of an edge pedestal, which builds inward from the edge,
is observed. The pedestal is triggered at the outer pile
boundary, as that is the point where the local gradient



26

FIG. 41: (Color online) Pressure contours and potential con-
tours showing avalanches. (Reproduced with permission from
Ref.[119], AIP Publishing.)

FIG. 42: Frequency spectrum of the simulation. (Reproduced
with permission from Ref.[119], AIP Publishing.)

is steepest (emerging naturally in a pile model, as noted
above), and so is the point where the transport bifurca-
tion is triggered. Adding additional physics, such as am-
bient diffusion and an upper hard profile gradient limit
(from MHD stability), recovers cyclic relaxation events,
reminiscent of edge-localized modes (ELMs)[107, 108].

The bistable sandpile class of models has been used
for the exploration of practical questions, such as ELM
mitigation. In particular, T. Rhee et al.[118] explored
ELM mitigation by supersonic molecular beam injection
(SMBI). Bistable sandpile model studies indicate that
grain injection into the pedestal can break up avalanches,
and thus reduce the size of global pedestal discharges,
which resemble ELMs. The model studies also identi-
fied a ‘sweet spot’ — a deposition point and deposition
size — that is optimal for ELM mitigation. The optimal
depth prediction is in semi-quantitative agreement with
experimental results.

2. Beyond the Box — Simulation Studies in MFE

At this point, a reader from MFE will surely be think-
ing: “Why don’t these guys think outside the (sand)box
and do ‘real science’?” Thus, we discuss continuum simu-

FIG. 43: Cross-correlation of low-frequency modulation. (Re-
produced with permission from Ref.[119], AIP Publishing.)

lations. A classic series of basic simulations of flux-driven
resistive interchange turbulence were presented by Car-
reras et al.[119]. These defined several key elements of
relevant simulation approach, including:

i) Flux drive in which the gradient is allowed to evolve
dynamically on fast time scales. To this end, note
that ultimately Vavalanche ≤ V∗.

ii) A source profile, including noise, i.e. S0 = S(r)+S̃.

iii) A local stability threshold, set by ∇P , field line
bending and collisional viscosity, and thermal dif-
fusivity.

iv) Reynolds stress-driven flows opposed by viscosity.

The results of this study include the clear identification
of avalanches, as shown in Fig. 41. Figure 41(b) shows
contours of (eφ/T )rms, with mode localization at reso-
nant surfaces clearly evident. However, the pressure con-
tours in Fig. 41(a) show events propagating in radius
(note the slopes!) over time. These indicate avalanches.
These emerge in δP and may be thought of as intermit-
tent collective transport events. Comparison of Fig. 41(a)
and (b) shows that such events involve the collective in-
tersections of several modes. Figure 42 shows the fre-
quency spectrum 〈(eφ/T )2〉ω. A 1/f region appears and
also occurs in the frequency decomposition of the flux
〈ṽrp̃〉ω. This trend is reminiscent of the ‘toy’ sandpile
model. Further evidence for the existence and dynam-
ics of avalanches appears in the cross-correlation of low
frequency modulations, as shown in Fig. 43. Note the
existence of two peaks, one with negative time delay and
one with a positive time delay. This may suggest the
co-existence of both incoming and outgoing avalanches.
Studies with the resistive interchange model also indicate
that shear flow can truncate avalanches, as in the case of
the sheared sandpile. Finally, note that avalanching was
most prominent near marginality, as defined by the pa-
rameters S, γ, D0, χ0, and system size and structure.

While reduced fluid simulations are perfectly ade-
quate for exploring the basic physics of avalanching
and spreading[106, 119–123], and considerable analytic
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FIG. 44: (Color online) Frequency spectrum of the heat flux
from gyrokinetic simulation. (Reproduced with permission
from Ref.[126]. Copyright 2009 IAEA, Vienna.)

FIG. 45: (Color online) Fraction of the local radial tur-
bulent heat flux carried out by a certain fraction of the
largest scale bursts (GYSELA data[130]). Each point rep-
resents one specific radial location. The colours distinguish
four radial domains. The considered time-series ranges from
ωc0t = 56, 000 to ωc0t = 163, 000. (Reproduced with permis-
sion from Ref.[130]. Copyright 2011 IAEA, Vienna.)

progress has been made in explicit calculation of mo-
mentum flux PDF[124], the focus of computational stud-
ies shifted to gyrokinetics. After all, real men do
gyrokinetics[125]! To address avalanche physics in a
meaningful way, gyrokinetic simulations should be flux-
driven and full-f[126–129]. In practice, this limits studies
to ITG turbulence, perhaps with flow coupling. Some
key results are shown and discussed here.

Basic results from nonlinear gyrokinetic simulations
closely track those of early, simpler fluid studies. Fig-
ure 44 from Ref.[126] shows the frequency spectrum of
the heat flux, which exhibits the usual three ranges of
ω0, ω−1 and ω−α, α � 1. Figure 45 from Ref.[130]
demonstrates that avalanching does indeed ‘matter’ —
large bursts carry 0.4 → 0.5 of the total local flux. Here

‘large’ means 0.3 - 0.5 of the total flux. Interestingly, the
distribution of flux excursion and ṽr demonstrate con-
trasting symmetries. Figure 46 from Ref.[131] shows the
PDF of δQ/Q and δvE,r/〈δvE,r〉rms. Note the former is
clearly asymmetric, skewed and with a tail for large pos-
itive δQ/Q. This suggests that large events carry a sig-
nificant fraction of the heat flux, in accord with Fig. 45.
However, the PDF of δvE,r/〈δvE,r〉rms is symmetric and
has tails that are only slightly fattened. Notably, the
autocorrelation of the electrostatic potential or density
fluctuations often exhibits two distinctive radial scales.
In addition to the microscale lc ∼ 5−8ρs of the local tur-
bulence, which is observed in most simulations[132, 133]
and experiments[45, 46], there exists a structure indica-
tive of the mesoscale activity associated with the trans-
port events. This co-existence of two different char-
acteristic radial scales of turbulence has been reported
in various contexts from both experiments[12, 134] and
simulations[55, 135–137].

One of the important features that distinguishes re-
sults of FD (flux-driven) simulations from those of GD
(gradient-driven) simulations is that a significant amount
of heat flux is carried by large-scale transport events
(which are bursty in time). Consequently, the instanta-
neous heat flux can significantly exceed the time average
value, and it can lead to a transient local decrease of the
radial gradient of pressure below a critical value. Re-
sults from GT5D gyrokinetic simulations[126] are shown
in Fig. 47. Both Qi and R/LTi vary in time with a signif-
icant but temporary deviation from their average values
respectively. In particular, R/LTi can stay at a subcriti-
cal value for a substantial time.

In MFE systems, transport occurs in multiple chan-
nels, though one usually carries the driving flux. FD gy-
rokinetic simulations addressing physics of intrinsic rota-
tion profile formation have been performed using XGC1
and GYSELA codes[138]. Both simulations exhibit cou-
pling and interplay between avalanching transport of ion
heat, transport of toroidal momentum and turbulence
spreading. Despite differences in computational meth-
ods, profiles used and simulation parameters, simulations
from both codes report that avalanches of positive heat
flux, which propagate either outwards or inwards, are
correlated with avalanches of (negative) toroidal momen-
tum flux, so that the outward transport of heat and in-
ward transport of momentum are correlated and medi-
ated by propagating fluctuation intensity fronts. In ad-
dition, PDFs of the (outward) heat flux and the (inward)
momentum flux exhibit large tails, Q > 0 for heat and
Π < 0 for momentum.

In XGC1 simulations, a steep ion temperature gradi-
ent is maintained at the edge, and turbulence intensity
increases as a function of minor radius. Therefore, tur-
bulence spreading is inward. The momentum flux is also
inward, because it is generated by the turbulence-driven
residual stress[139, 140] at the edge, where symmetry
breaking is strongest. Momentum flux towards the core
gradually strengthens the intrinsic rotation profile in the
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FIG. 46: (Color online) (Left) histogram of the turbulent heat flux Qturb at ρ = 0.5 for two magnitudes of the source (ρ∗ = 1/64).
δQturb stands for the difference between Qturb and its time average, taken over the entire non-linear saturation phase. (Right)
Corresponding PDF of the fluctuations of the radial component of the electric drift. (Reproduced with permission from
Ref.[131]. Copyright 2010 IAEA, Vienna.)

FIG. 47: (Color online) The time histories of the normal-
ized ion temperature gradient R/LTi and the ion heat flux
Q (upper plot), and the power spectrum of Q averaged over
source-free regions (lower plot), from a flux-driven ITG tur-
bulence simulation using GT5D code. Note significant devia-
tions of the instantaneous heat flux from the mean value. The
power spectra in low frequency region exhibit 1/f type spec-
tra. (Reproduced with permission from Ref.[126]. Copyright
2009 IAEA. Vienna.)

co-current direction. On the other hand, the ion heat flux
is outward. The PDFs of the heat flux Q = 〈δTiδvr〉, the
negative of the momentum flux 〈δuφδvr〉 and the tur-
bulence intensity 〈(|e|δφ/Te)2〉 are very similar, if they
are normalized to the standard deviation, as shown in
Fig. 7 of Ref.[138]. The detailed spatio-temporal evolu-
tion of various quantities of interest is plotted in Fig. 13 of
Ref.[138]. This indicates that avalanches transport heat
outward. Such bursts of heat flux can induce a transient
local increase in the edge fluctuation level, which in turn
relaxes by the inward propagation of intensity pulses as-
sociated with turbulence spreading[141]. Consequently,
the fluctuation intensity fronts produce fronts of resid-
ual stress that drive the intrinsic torque. This results in
toroidal flow profile evolution.

Unlike XGC1 simulations, in which a steep gradi-
ent is maintained near the outer boundary, the pro-
files used in the GYSELA simulations lead to active
turbulence throughout the simulation domain (0.12 ≤
r/a ≤ 0.8). The ρ∗ values used in the simulations are
1/298 and 1/512 for XGC1 and GYSELA respectively.
The GYSELA simulations exhibit both inward and out-
ward propagation of momentum flux, but always outward
flux surface-averaged heat transport. PDFs of heat and
momentum fluxes exhibit significant tails, representing
large-scale avalanches. This is shown in Fig. 48. The
dominance of large-scale transport events can be quan-
tified by the high kurtosis of the PDF, which is defined
as

Kurtosis(f) =
〈(f − f)4〉
〈(f − f)2〉2

− 3, (38)

where f is the mean of f . The Kurtosis vanishes for
Gaussian f and is positive for flatter distributions, with
large tails. The measured values of Kurtosis are approxi-
mately 1.67 and 0.52, for the heat flux PDF and the mo-
mentum flux PDF, respectively. This is consistent with
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FIG. 48: (Color online) Probability distribution function of
heat flux (solid), momentum flux (dotted), and turbulence
intensity (dashed) around mid-radius r/a = 0.5 in GYSELA
simulation with finite rotation. A Gaussian fit is also plotted
for comparison. (Reproduced with permission from Ref.[138].
Copyright 2012 IAEA, Vienna.)

the more strongly intermittent nature of the observed
heat transport. The PDF of the turbulence intensity is
similar to that of heat flux. We also note that the PDF
of the heat flux is strongly skewed while the PDF of the
momentum flux is relatively symmetric. Since turbulence
is excited at the center, it allows both outgoing and in-
coming avalanches. While the heat transport must carry
the imposed heat flux (necessarily outward), momentum
can propagate both ways, as it is not directly linked to
relaxation. Put another way, the heat flux is necessarily
and strongly nonlinear in gradient (i.e. Q ∼ (1/LT )α,
α > 1), on account of the gradient dependence of the
ITG threshold and intensity. However, the momentum
flux nonlinearity is weaker. The observation of inward-
propagating momentum avalanches from both codes fur-
ther supports the scenario that a temperature gradient-
driven, nondiffusive momentum flux from the residual
stress can produce the intrinsic rotation profile. It is
noteworthy that a theory based on analogy to a “heat
engine”[142] gives a plausible explanation and predicts
a scaling of the intrinsic rotation that is proportional to
R/LT [143] or R/Lp[144]. Turbulence spreading can also
play an important role in transport modeling of intrinsic
rotation[145].

An interesting observation that emerged from gyroki-
netic simulations is the apparent imbalance between pop-
ulations of blobs and voids. This appears in Fig. 49,
which shows predominantly outward propagating blobs
for E′r > 0, with mainly inward propagating voids for
E′r < 0. The trend of this imbalance is explained in
Fig. 50. The key elements are:

a) Some type of E× B shear stabilization effect, which

FIG. 49: (Color online) Imbalance between populations of
blobs and voids from gyrokinetic simulation. (Reproduced
with permission from Ref.[126]. Copyright 2009 IAEA, Vi-
enna.)

FIG. 50: (Color online) Explanation of the imbalance between
populations of blobs and voids. (Reproduced with permission
from Ref.[146]. Copyright 2012 by the American Physical
Society.)

depends only upon the magnitude of the shear |E′r|.

b) The realization that radial force balance relates E′r
to local Ti curvature, i.e., E′r ∼ T ′′i /q, assuming n
is unchanged. Here q is the charge.

Thus, as shown in left panel of Fig. 50, for positive |E′r|,
voids enhance |E′r| while blobs weaken |E′r|. Hence, shear
stabilization is weaker for blobs, so they dominate the
population. In contrast, right panel of Fig. 50 shows
that for negative E′r, voids weaken |E′r|, while blobs en-
hance it. Thus, voids dominate for E′r < 0. Note this
explanation is based on the assumption of proximity to a
linear E× B shear stability boundary. These results are
reinforced by more recent GKNET simulations shown in
Fig. 51[147].

A related study using GKNET simulations[148] has
demonstrated an approximate balance between outward
heat transport events and inward transport events, ex-
cept for an excess of a few large-scale outward transport
events. This suggests that the net outward flux is car-
ried by a few large avalanches, in support of other results
(compare Fig. 52 and 53). Figure 52 compares the popu-
lations of heat flux events in ‘bursty’ (i.e. active) phases
with those in ‘quiescent’ (i.e. inactive) phases. Note for
the latter, the populations of positive and negative flux
events are rougly equal. However, a clear excess of large
flux avalanches (i.e. heat ‘slugs’, or ‘blobs’) occurs in the
bursty phase, during which significant transport occurs.
Figure 53 gives more general information concerning the
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FIG. 51: (Color online) Spatio-temporal evolution of E× B
flow shear (upper) and turbulent heat flux (lower) in the case
with co-input around r = 0.6a from GKNET simulations.
(Reproduced with permission from Ref.[147].)

FIG. 52: (Color online) Large transport events are dominant
heat carriers?. (Reproduced with permission from Ref.[148].)

avalanche PDF. The implication of this study is — once
again — that heat flux is concentrated in a few large
events.

Gyrokinetic studies of avalanches, SOC and turbulence
spreading are ongoing. A particular focus is on forma-
tion of E× B staircase pattern structures, discussed in
Sec. IV.

3. Searching for H in L-mode Plasmas

Here, we discuss experimental evidence for avalanch-
ing and SOC dynamics. At the outset, it should be
stated that studies of these phenomena are part of the
larger topic of Nonlocality Phenomena, which has been
overviewed by K. Ida et al.[150]. Here, we discuss only a
few selected aspects of the experimental results to date.

Several studies of the Hurst exponent for edge turbu-
lence in ‘boring’ plasmas have been carried out, primarily
using data from Langmuir probes. The direct imaging of
avalanches is beyond current diagnostic capabilities.

Table 2 from Ref.[151] shows results from the analysis
for several devices. Note that H ∼ 0.7 (i.e. persistence,
as in avalanches) is a general outcome, and that only

FIG. 53: (Color online) PDFs of transport events at a bursty
phase, t = 678 (a) and at a quiescent phase, t = 696 (b).
These are plotted with both positive (+) and negative (-)
structures’ contributions to heat flux and associated net heat
flux at a bursty phase (c) and at a quiescent phase (d). (Re-
produced with permission from Ref.[149].)

FIG. 54: Isat spectrum from W7-AS. (Reproduced with per-
mission from Ref.[151], AIP Publishing.)

one device reported H ∼ 0.5 (this is a small device with
a weak magnetic field, and insufficient scale separation
between ρ and a). The value of H reported suggests
avalanching, as 0.5 < H < 1 indicates persistence in the
dynamics. Figure 54 shows an Isat spectrum (〈 ˜Isat〉ω)
from W7-AS. Note the familiar structure of an ω0 range
(Noah events), an ω−1 range (1/f noise) and an ω−4

range, as we have seen already many times in piles, fluid
models and full-f, flux-driven toroidal gyrokinetic sim-
ulations. Evidence for universality of the 1/f range is
overwhelming.

We remark, here, that little in the way of experimental
studies of flow shear effects on the Hurst exponent or
studies of the correlation of trends in confinement with
the behavior of H is available. Such results would be of
interest in understanding SOC dynamics deeper.
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TABLE II: H ≈ 0.7 is a general trend. (Reproduced with
permission from Ref.[151], AIP Publishing.)

Device

Number

of time

series

〈H〉in 〈H〉out τD (µs)
Self-similarity

range (ms)

TJ-I 9 0.64± 0.03 0.70± 0.04 3.0 0.02 - 1.0

JET 4 · · · 0.52± 0.04 29.0 0.1 - 2.0

limiter

JET 4 · · · 0.63± 0.03 19.0 0.1 - 2.0

divertor

TJ-IU 21 0.64± 0.03 0.67± 0.01 6.0 0.1 - 2.0

W7-AS 24 0.62± 0.01 0.60± 0.04 20.0 1 - 20

ιa = 0.243

W7-AS 29 0.72± 0.07 0.66± 0.06 19.0 1 - 20

ιa = 0.355

ATF 20 0.71± 0.03 0.92± 0.07 34.0 1 - 12

RFX 29 0.69± 0.04 · · · 3 0.03 - 3.0

Thorello 10 0.55± 0.04 · · · 6 0.05 - 5.0

FIG. 55: (Color online) (a) The spatio-temporal pattern
of the normalized electron temperature fluctuation in the
zECRH > zq=2 period. (b) The rescaled normalized elec-
tron temperature fluctuations measured at four different Rs.
Bumps (δTe > 0) propagate outwards in R > Rav (downhill)
and voids (δTe < 0) propagate inwards in R < Rav (uphill).
(Reproduced with permission from[154]).

4. Experimental Evidence for Avalanches

Avalanche-like electron heat transport events have
been measured on DIII-D tokamak plasmas using elec-
tron cyclotron emission (ECE)[152]. The characteristic
velocity estimated from the two-point cross-correlation
of electron temperature fluctuations is on the order of
102 m/sec in the core and 103 m/sec near the edge.
This is much faster than the usual gyro-Bohm diffusion
over a macroscopic length. In addition, inward prop-
agating avalanches with negative characteristic velocity
have been observed near the plasma center[153]. More
recently, ECRH has been applied to a KSTAR L-mode
plasma with a resonant layer located outside the q = 2
flux suface. The spatio-temporal evolution of the electron
temperature profile has been measured by the 1D elec-
tron cyclotron emission (ECE) diagnostics. The relative
electron temperature fluctuations δTe = (Te−〈Te〉)/〈Te〉
at different radii are plotted as functions of time in
Fig. 55(a). Here, 〈· · · 〉 is the time average. Figure 55(b)

FIG. 56: (Color online) Radial and azimuthal structures of
the heated region at three times during one avalanche event:
(left panel) before the onset, (middle panel) early stages of
profile collapse, and (right panel) late stages of profile col-
lapse. (Reproduced with permission from Ref.[168]. Copy-
right 2015 by the American Physical Society.)

shows the time evolution of δTe at four different ECE
channels. Over a broad radial region, it was observed
that bumps with δTe > 0 propagate outward while voids
with δTe < 0 move inward, respectively. This is the first
experimental evidence from tokamak plasma core[154] of
the joint reflection symmetry (JRS), which is a property
expected for a SOC system[109, 110]. The radial propa-
gation speed is estimated to be around 30-100 m/sec.

Turbulence and transport in tokamak edge near the
last closed flux surface (LCFS) is intermittent and often
dominated by contributions from blobs[155]. The PDF
of fluctuation amplitudes and particle flux near LCFS
measured by various diagnostics show a significant devi-
ation from a Gaussian distribution function. The skew-
ness value is negative inside the LCFS, indicating a dom-
inance of voids (negative fluctuations) or inward trans-
port, and positive outside the LCFS, indicating the dom-
inance of peaks (positive fluctuations) or outward trans-
port. This could also be considered an example of JRS,
a symptom of SOC. These are evident from measure-
ments on DIII-D plasmas using Langmuir probes and
BES[156], and from NSTX using the gas puff imaging
(GPI)[157] and Langmuir probes[158]. In addition, edge
turbulence in a biasing experiment on TEXTOR also ex-
hibits avalanche behavior[159]. Detailed gyrofluid sim-
ulations of blob dynamics at the edge, including SOL
region using GEMR code[160] and analyses using a sim-
ple K − ε model based on a continuity equation, have
been performed[161]. This work unambiguously shows
an essential role of turbulence spreading from the un-
stable edge region to far SOL region, where there are
no radial gradients. Furthermore, turbulence spreading
persists in more sophisticated global electromagnetic 3-
D edge gyrofluid simulations with self-consistent profile
evolution[162].

Another ubiquitously observed phenomenon related to
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FIG. 57: (Color online) (a) Power spectrum over a time
window encompassing 4-6 avalanches and averaged over 500
plasma shots. (b) Statistical behavior of the relative ampli-
tude of a second avalanche and its delay time from an earlier
one. Delay time is between the first and second avalanche
in each plasma shot, and amplitude is measured relative to
the decaying baseline value. Results of three different heat-
ing powers are shown. (Reproduced with permission from
Ref.[168]. Copyright 2015 by the American Physical Society.)

avalanches is pulse propagation observed in perturbed
transport experiments. Ballistic propagation of heat
pulses (either hot or cold) has been observed from various
perturbative experiments on tokamak plasmas[38, 163–
167]. These also indicate some limitations of local trans-
port paradigm, which relies on the flux-gradient relation.
See review articles for details of this phenomenon[150,
165].

Basic experiments, such as those using linear devices,
have had little to say about avalanching and SOC, pri-
marily due to constraints on device size and magnetic
field do not allow sufficient separation of scales (i.e.
∆/L⊥ ≤ 1, not � 1). One study that attempted to
address avalanche dynamics was a recent experiment by
Compernolle et al. on LAPD[168]. This study used a
novel heating configuration to excite propagating excita-
tions by driving local gradients until stability thresholds
were violated. The excitations then propagated in radius,
under the influence of E× B shear. The evolution dur-
ing an avalanche is shown in Fig. 56. Interestingly, probe
ion saturation current spectra again indicate a ∼ 1/f
range and a ∼ 1/f4 range at higher frequencies, though
a distinct large event range is absent. This is shown in
Fig. 57(a). Figure 57(b) shows a plot of avalanche size vs.
delay time between avalanches in the same discharge. A
trend of longer delay occuring with larger events is clear.
This is reasonable, as longer events will require a longer
profile ‘re-fill time’ to build up. The Compernolle et al.
study[168] does not include statistical analysis. Thus, it
leaves open the questions of:

a) Are the transport events under study avalanches or
simply large wave packets?

b) Does the experiment achieve a state of overlapping
‘avalanche turbulence’, as does a stationary, flux-

driven system?

Further studies of these and other issues will be of great
interest, as would related work on other linear devices.

IV. BRIEF DISCUSSION OF NOTABLE
OMISSIONS

This section is necessarily short, and so we must omit
or gloss over many interesting and relevant topics. Here,
we discuss a few of these, ones we think are most im-
portant. These discussions are short and are intended
only to serve as guides to further reading and stimuli for
further research. Here, we focus on:

i) Kinetics beyond Fokker–Planck

ii) Emergent stationary patterns

iii) Magnetic helicity transport and Taylor Relaxation

A. Kinetics beyond Fokker–Planck

A classic symptom of avalanching is the appearance of
a ‘fat’ or extended tail on the PDF of the flux. Such
fat tails are usually power laws (up to a cut-off), in view
of mesoscopic scale similarity. Power law tails present
a severe challenge to our concept of transport, which is
based on Fokker–Planck theory (FPT). Recall that in
FPT, the distribution evolves according to a transition
probability, as realized by an expansion in the step size
(∆x) in phase space, i.e.:

(1a) f(t+ ∆t) =

∫
d(∆x)T (x,∆x,∆t)f(x−∆x, t)

and

(1b)
∂f

∂t
= − ∂

∂x

{
〈∆x〉f

∆t
− ∂

∂x

(
〈∆x∆x〉f

2∆t

)}
.

Here, T is the transition probability of a step of size ∆x
occuring at location x in time ∆t. Equation (1b) is, of
course, the time-honoured Fokker–Planck equation. FPT
is based on two notable assumptions:

1) The existence of the variance of T — i.e. 〈∆x2〉
being finite

2) The distribution of time steps ∆t being regular.

For (boring) Gaussian distributions, the variance 〈∆x2〉
converges. For power laws of the form P (∆x) ∼
c/(∆x)1+α, 〈(∆x)2〉 diverges (or depends explicitly on
its large scale cut-off — i.e. as for Bohm scaling) for
α ≤ 2, indicating a breakdown of FPT. This is indeed
to be expected for avalanches. Likewise, irregular ∆t,
suggestive of, say, sticking for a long time at a particular
position or an anomalously long time step, also leads to a
breakdown. In general terms, transport processes that do
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not fit nicely into the FPT are ‘flights’ (especially Levy
flights) or ‘sticky’ random walks, rather than diffusion.
These must be described using a generalization of the
familiar Gaussian distribution, namely the Pareto–Levy
distribution.

The beloved Gaussian is only one of an infinite num-
ber of stable probability distribution functions and the
only case with a finite variance. These are called Pareto–
Levy (PL) distributions, after Wilfredo Pareto and Paul
Levy. It is more convenient to work with the generating
function (i.e. essentially, the Fourier transform of the
transition probability) rather than the distribution, it-
self. This may be written (for the time independent, and
time dependent cases, respectively) as:

(2a) Pα(q) = exp [−c|q|α]

and

(2b) Pα(q, t) = exp [−ct|q|α].

Here α is the Levy index α, with α = 2 corresponding to
a Gaussian distribution (i.e. the Fourier transform of a
Gaussian is a Gaussian!). For α = 2, c → D (diffusion
coefficient), P (q, t) can be used (straightforwardly) to ob-
tain the familiar Green’s function for diffusion. α = 1
corresponds to a Cauchy distribution, for which the flux-
gradient relation

(3a) Γ = −D∇f
becomes the non-local relation:

(3b) Γ(x) = −
∫
dx′ d(x, x′)∇f(x′)

(3c) d(x, x′) = S/[(x− x′)2 + ∆2].

Note that, here, the Lorentzian kernel d(x, x′) replaces
the diffusion coefficient. In principle, S can be spatially
varying, i.e. S → S(x′). The Cauchy flux-gradient re-
lation has been demonstrated to be a good fit to the
flux-gradient relation in one system where avalanching
occurs[169]. For |x| → ∞,

(4) Pα(x, t) ∼ t/|x|α+1

so an “accelerating tail” distribution develops. This is so
named because it maintains constant P for |x| ∼ t1/(α+1).

The theories of continuous Time Random Walk
(CTRW) and Fractional Kinetics (FK) developed by E.
Montroll, Y. Klafter, G. Zaskvsky[170] and others, aim to
extend the Fokker–Planck approach to Pareto–Levy dis-
tributions and so encompass ‘fat tail’ phenomena, such
as avalanching. CTRW theory works by distributing the
time step ∆t according to a fat tailed distribution, allow-
ing prolonged sticking times, longer step intervals, etc.,
so now T (x,∆x) → T (x,∆x, t,∆t). A broad distribu-
tion of time steps ∆t will yield apparently intermittent
transport events. Fractional Kinetics (FK) extends the
familiar model of smooth infinitesimals ∆t, ∆x to include
rough, fractal distributions, i.e.

∆x
∂f

∂x
→ (∆x)α

∂αf

∂xα
,

TABLE III: Comparison of FPT and FK

Parameter Fokker-Planck Fractional Kinetics

Stochastic variable ∆x ∆x,∆t

Role of time Fixed clock Variable clock, PDF steps

Variance 〈|x|2〉 ∼ t 〈|x|2〉 ∼ tµ where µ < 2

A(y,∆t) 〈〈(∆y)〉〉 No simple form

B(y,∆t) 〈〈(∆y)2〉〉 〈〈|∆x|α1 〉〉
Γ(1+α1)

like those encountered in turbulence. FK was developed
to treat the contribution of accelerator modes to trans-
port in the Standard Map system[170]. The fractal char-
acter of the rough distribution implies that the kinetics is
fractional, as opposed to the familiar diffusive 〈δx2〉 ∼ t,
which is a result of smooth, not rough (i.e. power law)
PDFs.

The technology of CTRW and FK is complicated; a
detailed discussion is beyond the scope of this review.
Readers are referred to the reviews and books by Klafter
and Zaslavsky. Table 3 presents a short summary of a
“bottom line” comparison of FPT and FK. There, the
exponent µ is set by the critical space–time exponents
for the system. Loosely put, A is the counterpart of
the drift coefficient and B is the counterpart of diffusion.
The scalings of A, B are determined by the scalings of the
amplitude and shape of underlying PDF. As always for
kinetics, the underlying physical model and distribution
of the step determine the outcome.

Amidst this formalism-laden discussion of fractional ki-
netics, it is natural to ask for some physical insight into
what, exactly, is a ‘flight’ or ‘sticky walk’. A classic ex-
periment by Solomon, Weeks and Swinney (SWS)[171]
is helpful here. SWS studied test particle dynamics in a
rotating laminar flow with a slowly evolving vortex ar-
ray. The upshot was the observation of strongly super-
diffusive behavior, as described in their paper. The vor-
tex array and, most importantly, several realizations of
the time evolution of angle θ are shown in Fig. 58[(1),(2)].
The displacement variance scaled as 〈δs2〉 ∼ t1.6, which is
super-diffusive. Figure 58(2) shows that this anomalous
exponent and scaling results from periods of prolonged
sticking of test particles (inactive transport) while or-
biting a particular vortex, interspersed by long steps of
‘flights’ (active transport) between vortices. Flights are
analogous to large avalanches, while sticking is analo-
gous to quiet periods, as encountered in simulations. Of
course, the step PDF is distorted by sticking and flights,
and is strongly non-Gaussian.

CTRW and FK methods have been applied to
confinement-related problems[21, 172]. Usually, the ap-
proach is to compare transport data from simulation to
FK predictions made using properties of the fluctuation
field or step PDF from that simulation. The question of
self-consistency — or more precisely, the physics of feed-
back of the anomalous scaling events on the dynamics —
is as yet poorly understood. In particular, the effect of a
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FIG. 58: Vortex array and azimuthal displacement θ. (Reproduced with permission from Ref.[171]. Copyright 1993 by the
American Physical Society.)

self-consistent, spatially varying strength field S = S(x′)
has not been addressed. Some effort to integrate a model
of dynamics with one for anomalous kinetics remains a
high priority for research on mesoscopic transport events.

B. Quasi-stationary patterns: The E × B Staircase

1. Introduction

Mesoscopic transport events, such as avalanches or
turbulence pulses (i.e. spreading), necessarily also
drive inhomogeneous mixing and transport of poten-
tial vorticity[173–175](PV). Potential vorticity may be
thought of as effective total charge density for drift wave
and QG systems, and so includes a polarization charge
contribution. Thus, transport events are strongly cou-
pled to zonal modes[3, 176]. Zonal flows are a key element
in drift wave turbulence, as they are modes of minimal
inertia and damping, and produce no transport (n = 0).
Thus, zonal modes are a significant energy repository
and also a pathway to (very low frequency) dissipation in
drift wave turbulence. Avalanches, turbulence pulses and
zonal flows are nonlinearly excited mesoscopic structures
that co-exist. Zonal flows are more familiar, since they
are low frequency and quasi-coherent. Transport events
(TE) and zonal flows (ZF) naturally drive and regulate
each other. As shown in Fig. 59, TEs drive zonal flows
by producing vorticity fluxes and Reynolds forces[177] —
and so, PV mixing. But, ZF shears regulate TEs and ab-
sorb energy. One is thus strongly motivated to ask: just
how these two competing secondary structures coexist,

FIG. 59: (Color online) Mesoscopic transport events mix
fields inhomogeneously, producing zonal shear barriers and
profile corrugations. Local barriers in turn regulate the
mesoscale transport.

and what types of system states result?

2. Phenomenology: Digital and Analogue

The answer to the question above is still a work in
progress. However, one particularly interesting global
state of turbulence – shear layer coexistence is the E× B
staircase[135, 169]. This is a subject of intensive study.
The E× B staircase – which resembles the PV staircase
well known in geophysical fluids[178] – is a quasi-periodic
array of:

i) Domains of active transport with significant levels
of turbulence intensity and avalanching, where local
profiles relax,

interspersed by:
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FIG. 60: (Color online) An E× B staircase. Note the regu-
larly spaced corrugations in ∇Ti (i.e. local peaks in 1/LTi)
coincident with E× B shear layers. (Reproduced with permis-
sion from Ref.[169]. Copyright 2015 by the American Physical
Society.)

ii) Zones of reduced transport, where local profiles
steepen and shear layers form. These resemble
small ITBs.

E× B staircases have been observed in computer sim-
ulations, and possibly in one experiments as discussed
below. PV staircases have been observed in the atmo-
sphere. Figure 60 shows an E× B staircase as observed
in a flux-driven gyrokinetic simulation of ITG turbulence.
Figure 61 shows a related space–time image of staircase
evolution.

The E× B staircase solves the problem of TE–ZF
coexistence by separating these ‘phases’ of the system
into distinct, albeit adjacent, domains. In this sense,
the staircase state may be thought of as a spontaneous
‘spinodal decomposition’ of drift wave turbulence. The
spacings between mini-barriers sets the scale of the ac-
tive domains, and thus the outer scale of the avalanche
distribution. The configuration is thus a mesoscopic,
self-regulating state. Figure 62 shows the properties of
avalanches in an E× B staircase. That study suggested
a non-local kernel to relate heat flux to gradient, i.e.

Q = −χ∇T → −
∫
dr′d(r, r′)∇T (r′), (39)

where

d(r, r′) ' S/[∆2 + (r − r′)2], (40)

i.e. a Cauchy distribution. Figure 62 compares the tur-
bulence correlation length lc (as lc/ρi) to the influence
length ∆ (as ∆/ρi), the step width in the staircase and
the outer scale of the avalanche distribution. Note that
lc < ∆ and ∆ ∼ louter avalanche ∼ Lstep. Studies indicate
that the staircase configuration is not determined by the
location of low q resonances.

Quasi-regular mesoscopic zonal patterns that resem-
ble the staircase have been observed in experiment[179].

FIG. 61: (Color online) Detail of shear flow–mean profile–
transport interplay next to a staircase step [a corrugation].
(Reproduced with permission from Ref.[179]. Copyright 2015
by the American Physical Society.)

FIG. 62: (Color online) The “influence length” ∆ is compared
to the turbulence autocorrelation length lc, the avalanche size
and the “E× B staircase” width between the jet-like struc-
tures in Fig. 60 (solid symbols, GYSELA; open symbols,
XGC1). (Reproduced with permission from Ref.[169]. Copy-
right 2010 by the American Physical Society.)
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(a) (b)

FIG. 63: (Color online) (a) Local minima of the radial correlation length of the turbulent fluctuations at three different
times efficiently track the staircase steps in GYSELA. (b) The reflectometer coherence length plotted against radius shows
clear experimental evidence of a staircase at locations S1, S2 and S3, possibly also at S0. (Reproduced with permission from
Ref.[179]. Copyright 2015 by the American Physical Society.)

Results from simulation are compared with experiment
in Fig. 63(a) and (b). Note the quasi-regular spacing of
local minima in the fluctuation correlation length plot
from GYSELA simulations in Fig. 63(a). This is sug-
gestive of a similar quasi-regular spacing of strong E× B
flow shears. Figure 63(b), from reflectometry measure-
ments shows a similar (quasi-regular) spacing of coher-
ence minima. Indeed, this similarity is striking! However,
the experiments reported in Ref.[179] are unable to dis-
tinguish between a staircase (which involves bistability)
and a uni-stable quasi-periodic E× B waveform. Further
research is needed to address this challenging question.

3. Theory

To understand the physics of the E× B staircase, a
theoretical model is required. Here, we discuss two ap-
proaches to staircase formation, both of which involve
pattern steepening associated with negative diffusion, as
in the Cahn–Hilliard equation. These are:

i) A boundary value approach, wherein a turbulence
modulation grows, steepens and saturates ulti-
mately forming a staircase pattern. The key ele-
ment in this approach – first advocated by Balm-
forth et al.[180] in the context of staircases in strat-
ified fluids – is a bistable, gradient-dependent mix-
ing length. This admits a transport bifurcation,
which forms an array of local barriers. This pat-
tern constitutes a staircase.

ii) An initial value approach, wherein a gas of heat
avalanches described by a Burgers model, forms
a train of local ‘jams’, which steepen to form a
staircase structure. The key element, here, is a

FIG. 64: (Color online) Staircase in mean density profile.

time delay between perturbations in heat flux and
gradient, much like the time delay between traf-
fic flow velocity and density perturbations due to
finite driver reaction time[10]. For large reaction
time, the effective diffusivity goes negative, result-
ing in a ‘jamming instability’. In this approach,
the Burgers model of avalanches is extended to a
nonlinear telegraph equation.

A simple boundary value approach was implemented
for a mean field K−ε type model based on the Hasegawa–
Wakatani system[181, 182]. The model evolves mean
density n, mean vorticity u and turbulence potential en-
strophy ε while conserving total potential enstrophy be-
tween mean and fluctuations. Mean fluxes are computed
using a gradient-dependent mixing length

lmix = l0/[1 + l20[∂x(n− u)]2/ε], (41)

which is based on the relative size of the Rhines scale[183]
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FIG. 65: (Color online) Sequence of mean shear layers related
to density staircase.

FIG. 66: (Color online) Turbulent potential enstrophy plotted
vs density. Note ε peaks where ∇n has a minimum.

and the characteristic turbulence scale absent sharp gra-
dients. Bistability and inhomogeneous mixing enter via
the gradient dependency of lmix. Solution of the model
yields a staircase in density (Fig. 64), a sequence of
sharp shear layers (Fig. 65) and localized zones of tur-
bulence activity coincident with minima in the driving
gradient (here, ∇n), as shown in Fig. 66. Note that
this exceedingly simple model, which contains nothing
more than modulation steepening due to bistability of
the mixing process, easily recovers the essential feature
of the staircase — namely decomposition of the system
into domains of turbulence activity interwoven with mini-
barriers. Note also that the staircase is a global state.

Several other interesting features of the staircase are
revealed by model studies. These are:

i) Staircases are dynamic - mini-barriers can migrate
upward in an ‘escalator’ pattern. See Fig. 67.

ii) Steps can merge, as do domains in Cahn–Hilliard
systems. The number of steps in the staircase tends
to decrease over time.

iii) The simultaneous migration and merger of steps
can lead to the emergence of a macroscopic barrier,

FIG. 67: (Color online) Escalator motion of staircase. (Re-
produced with permission from Ref.[181]. Copyright 2016 by
the American Physical Society.)

FIG. 68: (Color online) Staircase condenses to form a macro-
barrier. (Reproduced with permission from Ref.[181]. Copy-
right 2016 by the American Physical Society.)

as shown in Fig. 68. In this case, the barrier is an
ETB.

iv) Staircases persist for flux-driven systems.

Two additional findings merit special mention. The
first is related to the role of turbulence spreading in the
model, which is represented by a turbulent diffusion of
potential enstrophy. Figure 69 shows that weak spread-
ing leads to a strongly corrugated (‘rough’) pattern, while
strong spreading washes out all but one step. So, for tur-
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FIG. 69: Increasing spreading washes out the staircase. (Re-
produced with permission from Ref.[182], AIP Publishing.)

bulence spreading (TS), we can indeed say a little TS
smooths over the roughness, but too much TS washes
out the interesting structure. A second important re-
sult from the model concerns feedback loops. Interest-
ingly, the Rhines scale feedback mechanism yields stair-
case formation, while the familiar E× B shear channel
does not[184]. This suggests that it is, indeed, the ∇n
dependence of lmix that is central to the formation of
a staircase. This result is consistent with reports from
simulation studies[185]. Further work is required to un-
derstand this somewhat counter-intuitive finding.

Another approach to the question of how staircases are
formed is based on the idea of jam formation in the gas
of heat avalanches[113, 114, 186]. The basic concept is
derived from the theory of 1-D traffic flow, for which it
is well known that finite-driver reaction time can induce
negative effective diffusivity in the concentration of vehi-
cles, causing coagulation and jamming. This, then, drives
us to revisit the basic continuum model of avalanching.

The mean field Burgers model of avalanching discussed
in Sec. III.1 posits that a slug or avalanche of heat δT
evolves according to

(2a) ∂tδT = −∂xQ,
where:

(2b) Q = Q0[δT ] = (λ/2)δT 2 − χ2∂xδT + χ4∂
3
xδT.

Here, a hyper-diffusion has been added, to ensure nu-
merical stability. In this model, any excursion δT from
the SOC state directly implies a heat flux Q0[δT ]. How-
ever, any effective ‘inertia’ in the heat flow will force a
time delay, during which the instantaneous heat flux Q
relaxes to the value Q0[δT ], the mean field value. Thus,
Q evolves according to

∂tQ = −1

τ
(Q−Q0[δT ]) ,

where τ = τ(Q0, δT ) is the heat flux relaxation time,
which causes the time lag between δT and Q. This delay

TABLE IV: A useful analogy of heat avalanche dynamics and
traffic flow dynamics.

heat avalanche dynamics traffic flow dynamics

temp. deviation from marginal profile local car density

heat flux traffic flow

mean SOC flux (ala joint reflection

symmetry)

equilibrium,

steady traffic flow

heat flux relaxaxtion time driver’s response time

- driver’s response can induce traffic jam
- jam in avalanche → profile corrugation → staircase?!?
- Key: instantaneous flux vs. mean flux

is analogous to the time delay between the instantaneous
flux and the quasilinear prediction thereof. Thus, we
can expect τ to be comparable to the long wavelength
temperature autocorrelation time. As τ = τ(δT,Q0),
it can be large near criticality, symptomatic of critical
slowing down. As a consequence of this reconsideration,
the Burgers model of avalanches now becomes a nonlinear
telegraph model, i.e.

(3) ∂tδT +λδT∂xδT = χ2∂
2
xδT −χ4∂

4
xδT − τδ2

t δT.

To develop intuition for this model, it is useful to sys-
tematically revisit the analogy between traffic flow and
heat avalanche dynamics. This is set forth in Table 4.
One consequence of finite relaxation time is that now
there are two characteristic speeds associated with a heat
pulse. One is v0 ∼ λδT0, the natural propagation speed
of a pulse of size δT0. The second is vph ∼ (χ2/τ)1/2,
the phase speed defined by the linear telegraph dynam-
ics of Eq. (3). Indeed, the nonlinear telegraph equation
simultaneously manifests two characters of the temper-
ature response, a ‘pulse feature’, with v0 ∼ λδT0 and a
‘wavy feature’ with vph ∼ (χ2/τ)1/2. For a short reaction
time, the flux wave propagates faster. For longer reaction
times and/or larger pulses, v0 → vph, so the pulse speed
overtakes the wave speed. At that point, the effective
diffusivity in the linearized telegraph equation

(4) ∂tδT̃ + v0∂xδT̃ = χ2∂
2
xδT̃ − τ∂2

t δT̃ − χ4∂
4
xδT̃

= (χ2 − v2
0τ)∂2

xδT − χ4∂
4
xδT. (42)

χeff ∼ χ2− v2
0τ < 0, signifying the onset of clustering in-

stability. In this view, we see the heat flux ‘jamiton’[187],
which is formed as a secondary mode in the gas of pri-
mary avalanches. The physics of pulse dynamics is sum-
marized in Fig. 70. A detailed analysis of pulse jamming
instability and its regulation by E× B shearing in the
nonlinear telegraph model predicts a saturated pulse size
δT/T ∼ (vThiρi)

−1(χ4/τ)1/2 and a characteristic scale
∆ ∼ (vThi/λTi)

1/2(ρi
√
χ2τ)1/2. Here ∆ defines the ef-

fective ‘step size’ of the staircase — i.e. the spacing be-
tween jams. Note that ∆ is the geometric mean of ρi
(which defines the correlation scale) and the (Neoclassi-
cal) diffusion length in one relaxation time τ . For stan-
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FIG. 70: (Color online) Physics of pulse dynamics.

FIG. 71: (Color online) Possible replacement of a single ITB
layer with a sequence of smaller steps.

dard parameters, ∆ ∼ 10∆c, where ∆c is the turbulence
correlation length.

Further work on the theory of jamming should focus on
improving our understanding of τ(Q0, δT ) and especially
its behavior near criticality.

4. Where does the staircase lead?

The E× B staircase is of fundamental interest since it
is at least one concrete realization of the outcome when
transport events and zonal flows compete on mesoscales.
This issue is central to the question of the degree of,
and the underlying physics of, gyro-Bohm breaking. The
staircase resolves the competition by decomposing the
drift wave turbulence into active zones interspersed by
mini-barriers. The size of the active zones sets an upper
bound on the effective mixing length for the system. The
staircase is a mesoscopic, not a local, configuration and
structure. It suggests the possibility to replace a single
ITB layer in the profile with a sequence of smaller steps,
as sketched in Fig. 71. The E× B staircase merits fur-
ther consideration as a regime of enhanced confinement.
The structure of the staircase in the presence of sheared
mean rotation, flat q, etc. is unknown and this question
merits further study. Multi-field staircase problems (say
in Te, n, VE, etc.) also pose important questions. And
the study of the staircase has, once again, forced a re-
consideration of E× B shear and shear suppression, by
reminding us of the role of vorticity gradients in regulat-
ing turbulence[184].

Stepping back a bit, one must admit that we have only
scratched the surface of possible mesoscopic states. The
staircase is one possibility, but there is every reason to
suspect there are more. Mapping the space of possible

states and understanding the selection rules for transi-
tions between them remain tasks for the future.

C. Avalanches and Taylor Relaxation

Nearly all of this review has focused on self-
organization by electrostatic mechanisms and its meso-
scopic consequences. However, electromagnetic processes
can also drive avalanches. A particularly important elec-
tromagnetic process is the transport of magnetic helicity,
that occurs during Taylor Relaxation.

Taylor Relaxation (TR) is the most fundamental idea
in magnetic self-organization[188]. TR is based on the
hypothesis that global magnetic helicity is a rugged quan-
tity, as compared to magnetic energy, and so can con-
strain the relaxation and decay of the latter due to turbu-
lence and resistivity. Viewed as a spectral transport pro-
cess, TR is closely related to the coexistence of a forward
cascade of energy[189] with an inverse cascade[190, 191]
of magnetic helicity in 3-D MHD turbulence. Viewed
in real space, TR may be viewed as a process of mean
field transport of magnetic helicity. In particular, conser-
vation of magnetic helicity implies that the mean EMF
associated with TR must have the form ∼∇ ·ΓH, where
ΓH is the helicity flux. Then, imposing the second re-
quirement that ΓH also dissipate magnetic energy forces
ΓH ∼ −µ∇J‖, where J‖ = J · B/B2 and µ is a hyper-
resistivity[192]. Thus, TR is linked to a magnetic helicity
flux driven by the current gradient.

Of course, this is a minimal mean field model based
on a Fickian transport approach. It begs the question
of whether the theory can be formulated more generally,
in terms of a continuum SOC picture. This is answered
in the affirmative in Ref.[193], which applies the joint re-
flection symmetry principle to the transport of magnetic
helicity. A generalized Ohm’s law, which includes the ef-
fect of mesoscopic current fluctuations, is derived and the
type of wave propagation phenomena it supports are ana-
lyzed. Super-diffusive helicity pulses – akin to avalanches
– are predicted.

As yet, the statistical properties of Taylor Relaxation
in a Reversed Field Pinch have not been analyzed. This
task is complicated by the fact that the dominant modes
in most RFP’s are global m = 1 tearing modes. Thus,
the RFP turbulence does not exhibit so convenient a sep-
aration of scales as the tokamak does.

A turbulence spreading process is at work in the RFP,
however, and contributes to the homogenization of the
parallel current profile, i.e. to TR. This process works by
interaction of m = 1, n modes with a driven mode m = 0,
n = 1, situated at the reversal surface[194]. Scattering of
m = 1 modes off the m = 0 drives the m = 1 spectrum
to higher n, and thus lower resonant q, and larger radius.
In this way the region of m = 1 activity expands, as in
turbulence spreading! Moreover, this spreading process is
crucial to J‖ flattening and relaxation. And the nonlinear
interactions of neighboring m = 1 modes (m = 1, n;
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m = 1, n + 1) drive reconnection at the reversal surface
which ‘locks in’ the kinking-driven reversal of BT .

This process of spreading of the m = 1 excitation re-
gion can be treated as a front propagation problem[195].
However, this process is quite different from the others
discussed in this paper, since it drives a local front
by the nonlinear scattering of global modes! It is a
prime example of the importance of the dual k-space,
real-space character of non-linear dynamics in confined
magnetized plasma. And it is also a splendid example
that shows that the RFP plasma continues to surprise
us and hold our interest[196].

Finally, transport of energetic particles by avalanches
is a subject of both scientific and practical importance in
MFE. Unfortunately, we ran out of energy to discuss that
subject and refer to the progress described in Refs.[172,
197–199]

V. CONCLUSIONS

This short review has discussed the physics of turbu-
lence spreading and avalanching in magnetized plasmas.
Both are examples of mesoscopic non-linear phenomena,
which tend to delocalize and loosen the coupling among:

fluctuations

and turbulence
{ intensity,

phase
} ↔ profiles ↔ fluxes,

thus necessitating an approach to transport that dif-
fers from the traditional quasilinear/Fickian approach.
Coming to grips with turbulence spreading and avalanch-
ing requires confronting strongly non-Gaussian statistics,
again at variance with the traditional quasi-Gaussian
view. In this conclusion, we summarize the present
understanding of turbulence spreading and avalanching,
and their application to MFE phenomenology. A possible
unifying synthesis of spreading and avalanching is then
proposed, and future research directions are discussed.

Turbulence spreading refers to the entrainment of lam-
inar or low-fluctuation intensity regions by a high in-
tensity region. The prototypical spreading problem is
that of determining the evolution of a localized tur-
bulent spot or slug. Turbulence spreading is due to
wave emission and propagation, and spatial scattering
due to coupling through advective nonlinearity. It is a
phenomenon of inhomogeneous turbulence, outside the
usual realm of the classic K41 paradigm. The effect of
spreading is to decouple the turbulence intensity pro-
file from the spatial profiles of growth and excitation.
A mean field phenomenology of spreading has been de-
veloped and tested semi-quantitatively. This approach
is based on reaction–diffusion equations, with nonlinear
(i.e. intensity-dependent) diffusion of intensity. An im-
portant specific case, here, is that of the Fisher equation
with nonlinear diffusion. This formulation leads to the
description of spreading as a turbulence intensity front,

FIG. 72: The range of models that exhibit avalanching.

characterized by its speed and thickness. Not surpris-
ingly, typical spreading speeds scale as v ∼ (γDGB)1/2,
where the growth rate γ need not be large, and a gyro-
Bohm local diffusivity is assumed. This yields v ∼ v∗, the
characteristic speed of drift wave turbulence. Note that
the speed scaling reduces the sensitivity of the front – the
nonlinear observable – to the details of the linear growth.
v ∼ v∗ is the maximum speed in drift wave theory and
is sufficient for relevance to most fast transients. Other
theoretical work has related spreading to turbulence clo-
sures via a two-scale Direct Interaction Approximation
approach[43].

Avalanches are extended propagating ‘transport
events’, which resemble landslides or bores on the driving
profile. Like a bore – the forward face of which is rough-
ened by turbulent breaking while it propagates – turbu-
lence is intrinsic to avalanches, so avalanches also drive
turbulence spreading. However, as avalanches are trans-
port events, profile relaxation occurs, also. Avalanches
are often described as sequences of, or bursts of, cor-
related overturning of cells or eddies. Like spreading,
which works to relax envelope inhomogeneity, we see
that avalanching is a multi-scale phenomenon. Essen-
tial to the notion of ‘correlated overturning,’ or, ‘firing
sequences’ is a scale separation between the basic cell
size and the avalanche size. Of course, the latter must
in turn be smaller than the system size. Avalanches are
statistical phenomena and are characterized by a broad
power law frequency spectrum of flux or overturnings,
scaling as ∼ 1/ω. Avalanche populations scale inversely
with their sizes, following (approximately) Zipf’s law,
i.e. N∆ ∼ 1/∆, where ∆ is the avalanche size and
N∆ is the population of scale ∆. Of course, avalanches
are embedded in the theory of self-organized criticality,
as the collective excitations that allow relaxation to the
self-organized state. However, avalanches themselves are
more general, more relevant and more broadly applicable
than is the SOC paradigm.

A wide range of models manifest avalanching. They
range from simple sandpiles to sheared sandpiles to sim-
ple continuum models, and all the way through the well-



41

known hierarchy of plasma models, up to 3-D toroidal
gyrokinetic simulations. This range of models is shown in
Fig. 72. In all cases, avalanches are prominent and intrin-
sic to the relevant case of flux-driven evolution, in which
the driving profile gradient evolves self-consistently. Ar-
tificially or unphysically constraining profile evolution de-
stroys avalanche dynamics. Flux-driven simulations have
observed avalanching and the characteristic 1/f spec-
trum of the flux. Blob and void populations were identi-
fied and studied. Avalanches were shown to carry a sig-
nificant part (i.e. approaching ∼50%) of the heat flux.
Indeed, one result indicated that the largest avalanches
dominate the total transport. Avalanching was compared
and contrasted to other off-diagonal flux contributions.
While the PDF of the driving flux exhibited a power
law tail, the off-diagonal flux distribution remained near
Gaussian. Taken together, these studies of avalanching
in flux-driven transport strongly call into question local,
Fickian formulations of turbulent transport.

A key issue in avalanching is the character of the trans-
port and how to calculate it. Studies of avalanching sys-
tems indicate that the Levy exponent is closer to unity
– as for a Cauchy distribution – than to two, as for a
Gaussian diffusive process. Moreover, a power law dis-
tribution of avalanche sizes ∼ 1/∆1+α, where α ≤ 2,
will not have a finite second moment, thus rendering
the standard Fokker–Planck approach to the theory of
transport invalid. Methods, such as the theory of Con-
tinuous Time Random Walk (CTRW) and Fractional Ki-
netic (FK) models, rectify this problem at a basic level,
but have yet to come to grips with the space–time struc-
ture of transport events in realistic systems. Moreover,
CTRW and FK calculations require an input step PDF,
and as yet we have little intuition concerning the relation
of this PDF structure to physical variables. All of these
issues point toward the conclusion that prediction and
modelling remain a major challenge.

Concepts and theory of turbulence spreading and
avalanching have illuminated many difficult problems in
magnetic confinement physics. These include but are not
limited to:

i) Non-locality and fast transients
Fast spreading pulses may explan cold pulse events,
and avalanching implies the non-local influence of
gradients on flux.

ii) The shortfall problem and edge-core coupling
Extending the pioneering intuition of B.B.
Kadomtsev, turbulence spreading has been shown
to result in inward propagation of turbulence from
regions of strongly excitation at the boundary. This
process can resolve the ‘short-fall problem’, i.e. the
failure of local gyrokinetic simulations to accurately
predict turbulence and transport in ‘no man’s land’
- the region between the core (with stiff profiles)
and the edge pedestal.

iii) Gyro-Bohm breaking and scale selection
Turbulence spreading pulses have been suggested

as a means to induce fluctuation and transport
non-locality, and explain deviations from local (i.e.
gyro-Bohm) scaling trends. Likewise, avalanch-
ing, with a broad, self-similar scale distribution,
will naturally cause breaking of gyro-Bohm scal-
ing. Moreover, absent other physics considerations
(such as staircase formation), an avalanche ensem-
ble will not be amenable to characterization by the
familiar intellectual crutch (∆ ∼ (ρiL⊥)1/2) for
dealing with mesoscales. More generally, bursty
avalanching is a natural way to address the appar-
ent intermittency of plasma turbulence.

iv) Transport in 3-D systems, with magnetic islands
Recent experiments strongly suggest that turbu-
lence spreading can invade and redistribute turbu-
lence energy in regions with magnetic islands. This
is of great potential importance to the physics of
3-D systems and NTM evolution.

Two frequently asked questions about spreading and
avalanching are:

i) What, exactly, is the difference between turbulence
spreading and avalanching?

ii) What, exactly, is an avalanche?

These two questions have been answered to the best of
our current understanding in this paper. However, these
questions trigger two more questions:

i) Is there a simple model within which to synthesize
the two physical processes? What are the conse-
quences of their interaction?

ii) How would one construct a systematic theory of the
two, starting from the gyrokinetic equation?

Here, we outline answers to this second pair of questions.
Regarding a synthesis, the most straightforward ap-

proach is to introduce spreading into the Gil–Sornette
model discussed in Sec. III.1. Recall that in the Gil–
Sornette model, an activity or fluctuation intensity field
S is evolved along with an occupation or density field h.
Thus, one could envision an extension of the form:

(a)
∂S

∂t
= χ

{
µS + βS3 − S5

}
− ∂xΓS

(b) ΓS = f(S, ∂S/∂x)

i .e. = −DES
∂S

∂x

(c)
∂h

∂t
= − ∂

∂x
F

(
S,
∂h

∂x

)
+ Φ

(d) F

(
S,
∂h

∂x

)
= −αS2 ∂h

∂x
−D0

∂h

∂x

Here, D0 accounts for background diffusion, representa-
tive of collisional transport. Spreading enters via the
−∂xΓS contribution to ∂tS, with ΓS = −DES∂xS or
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some other nonlinear function of S. DE is the eddy
diffusivity constant for turbulence scattering. ΓS need
not be local. Clearly, a very imporant parameter of this
extended model is the effective Prandtl number α/DE ,
which describes the ratio of spreading to transport. The
extended Gil–Sornette model (EGSM) supports both
spreading (direct spatial coupling of excitation) as well as
avalanching (coupling of excitation through the profile).
One can hypothesize that an effect of spreading will be
to smooth profiles, much like collisional diffusion does.
Given that usually DE � D0, this effect will be sig-
nificant. Moreover, spreading can induce local oscillator
firing directly, without profile coupling. It seems unlikely
that spreading will alter the large avalanches, i.e. those
with scale l > ls, where ls is the ‘spreading length’, set by
ΓS . However, mesoscale and barrier dynamics will likely
change. Future investigation of the EGSM promises to
be interesting.

A rigorous theory of avalanching that begins from
gyrokinetics is challenging. A promising road forward
might be to study the combined evolution of the mean
distribution function 〈f〉 by quasi-linear or other simi-
lar methods, together with the evolution of the phase
space density fluctuation intensity evolution 〈δf2〉. The
latter, of course, determines the phase space fluxes (i.e.
〈ṽrδf〉) via quasi-neutrality, etc. Note here that 〈δf2〉 is
the intensity, not the two-point correlator 〈δf(1)δf(2)〉.
Thus, we are concerned with evolution of the pair cen-
troid, not the relative phase space position. Hence 〈δf2〉
evolves via nonlinear diffusion but not relative diffusion.
The phase space intensity scattering will naturally cou-
ple mean field relaxation over a range of the spreading
length ls, thus leading to “correlated overturning” and
avalanching. In this approach, the ‘correlation’ in ‘cor-
related overturning’ is induced by spreading as well as
by profile evolution. For a complete theory, it should
be possible, though challenging, to combine the inten-
sity 〈δf2〉 evolution for mesoscales with the correlation
function 〈δf(1)δf(2)〉 evolution for microscales and phase
space density granulations. This would evolve both the
amplitude and shape of the correlation function.

Future works on spreading and avalanching promise to
be numerous and interesting. In addition to extensions of
applications to fusion phenomenology and the theoretical
work discussed above, several issues stand out. These
include:

i) How can we get a sense of the flux PDF, and its de-
pendence on physical parameters? This is essential
to the use of CTRW and FK approaches to actually
predict transport.

ii) How does turbulence spreading behave in a bistable
system? Recent experiments have indicated the
presence of ‘global hysteresis’ in core transport (i.e.
without an ITB). This is suggestive of bistability,
which will have implications for spreading[42].

iii) How can we build a model of turbulence and trans-
port as an ensemble of interacting fronts, rather

than weakly interacting linear waves, as in quasilin-
ear theory? A front seems to be a more appropriate
way to envision a dissipative, localized nonlinear
excitation than does a ‘wave’.

iv) How do we self-consistently treat zonal flow effects
on spreading and avalanches? The E× B staircase
is one such paradigm, where – much like a spinodal
decomposition – the system solves the problem of
coexistence by separation into domains or phases of
avalanching and turbulence (staircase steps) kept
apart by profile corrugations and shear layers (i.e.
staircase jumps). The E× B staircase is one so-
lution to the coexistence problem. What is the
broader picture?

v) How do resonant particles modify spreading and
avalanching? This is especially interesting for res-
onant interactions with Kubo number → 1. Do
energetic particle avalanches have unique physics?

vi) How does phase dynamics and evolution enter and
affect avalanching and spreading? Do local do-
mains of phase correlated modes fire during an
avalanche?

Many more possibilities exist. There is little doubt that
the study of mesoscopic transport events will continue
be at the center of the action in MFE theory, because
these events and processes ultimately select the scales
for anomalous transport.
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