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ATTRIBUTION
• These slides are released under an Attribution-NonCommercial-ShareAlike 3.0 

Unported (CC BY-NC-SA 3.0) Creative Commons license
• These slides incorporate material from:

• The Datacenter as a Computer: An Introduction to the Design of 
Warehouse-Scale Machines, 2nd ed., by Barroso, Clidaras, and Hölzle.



Today’s material 
available in canvas



POWER-PROPORTIONAL HUMANS
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Me, most 
of the time





SERVER HARDWARE



DO DIFFERENT COMPONENTS SCALE SIMILARLY?



CPU UTILIZATION
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WHAT ABOUT “POWER SAVING” FEATURES ON 
MODERN COMPUTERS?



INCREASING POWER PROPORTIONALITY OVER TIME



EXAMPLE: “DATA PARALLEL” PROCESSING

for (iterations = 1 to 100){

work = new Task[10000];

for (i = 1 to 10000) {

rpc.asyncCall(server[i], work[i]);
}

waitForAllAsyncCallsToComplete();

}

Assume latency drawn from 
N(mu,sigma)

with 1 in 100 requests >= 1 second

What happens to the ~9,900 servers that finished “quickly”?









ENERGY “OVERHEAD”: A/C AND COOLING





NUMBERS FROM JAMES HAMILTON (EARLY 2010S)
(MSFT, AMAZON)



GOOGLE, ~2012 OR SO
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GOOGLE, ~2016



QUANTIFYING ENERGY-EFFICIENCY: PUE

• PUE = Power Usage Effectiveness

• Simply compares

• Power used for computing vs Total power used

• Historically cooling was a huge source of power

• E.g., 1 watt of computing meant 1 Watt of cooling!

PUE = (Facility Power) / (Computing Equipment power)



LBNL PUE SURVEY (2007)
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LBNL PUE Survey 
(2013)








